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Abstract

Body size variation is an enigma. We do not understand why species achieve the sizes they
do, and this means we also do not understand the circumstances under which gigantism or
dwarfism is selected. We develop size-structured integral projection models to explore evo-
lution of body size and life history speed. We make few assumptions and keep models simple:
all functions remain constant across models except for the one that describes development of
body size with age. We set sexual maturity to occur when size attains 80% of the asymptotic
size, which is typical of a large mammal, and allow negative density dependence to only affect
either reproduction or juvenile survival. Fitness - the quantity that is maximized by adaptive
evolution - is carrying capacity in our models, and we are consequently interested in how it
changes with size at sexual maturity, and how this association varies with development rate.
The simple models generate complex dynamics while providing insight into the circumstances
when extremes of body size evolve. The direction of selection leading to either gigantism or
dwarfism crucially depends on the proportion of the population that is sexually mature, which
in turn depends on how the development function determines the survivorship schedule. The
developmental trajectories consequently interact with size-specific survival or reproductive
rates to determine the best life history and the optimal body size emerges from that inter-
action. These dynamics result in trade-offs between different components of the life history,
with the form of the trade-off that emerges depending upon where in the life history density
dependence operates most strongly. Empirical application of the approach we develop has
potential to help explain the enigma of body size variation across the tree of life.
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2 Tim Coulson et al.

Introduction

Body size evolution, particularly when resulting in either dwarfism or gigantism, has long fascinated biolo-
gists. Stout infantfish (Schindleria brevipinguis) achieve sexual maturity at less than 0.1g (Watson and Walker,
2004) while blue whales (Balaenoptera musculus) can grow to weigh 150 tonnes representing a span in adult
weights of over nine orders of magnitude. Lifespan in vertebrates is not quite so variable, but the range of
three orders of magnitude is still impressive: Greenland sharks (Somniosus microcephalus) can live up to half
a millennium (Nielsen et al., 2016), while the coral reef fish, the seven-figure pygmy goby (Eviota sigillata), is
elderly if it survives for two months (Depczynski and Bellwood, 2005). There are physiological limits that define
the extremes of body size and longevity in vertebrates (Goldbogen, 2018), but the selective forces that may
push organisms towards these extremes are presently unclear.

Body size variation across species is statistically associated with life history variation in an allometric man-
ner (Savage et al., 2004; West et al., 1997). As size increases, there is also an increase in the value of traits
measured in units of mass (e.g. neonatal mass), time (e.g. life expectancy), and length (e.g. body length). In
contrast, as size increases, the values of traits describing the frequency of events, such as reproductive rates,
decrease (Savage et al., 2004; West et al., 1997).

Within species, patterns of size variation are less clear. While body size has very often been found to be
under directional selection, it has rarely been found to evolve in line with predictions (Kingsolver et al., 2001;
Merila et al., 2001). Body size evolution remains challenging to understand because identical processes can
result in increases in body size and a slowing of the life history in some species, yet the exact opposite in
others: food limitation selects for an increase in body size at sexual maturity in some species of fish (Travis
et al., 2014), but a decrease in ungulates (Ozgul et al., 2009; Raia and Meiri, 2006). We do not have a good
understanding of why species are the size they are (Audzijonyte et al., 2020).

Darwinian demons are hypothetical creatures capable of simultaneously maximizing all components of
fitness (Law, 1979). In doing so, they achieve sexual maturity immediately after birth, continuously produce
litter sizes of an infinite number of viable young, and are immortal. They would presumably be tiny, perhaps
infinitesimally so, given development takes time. Regardless of their size, we would instantly be neck-deep in
such pests. Fortunately, Darwinian demons do not exist because all individuals face trade-offs.

Trade-offs occur when something prevents all components of fitness being maximized simultaneously
(Koztowski et al., 2020; Stearns, 1992; Stearns, 1977). They arise at the individual level when something lim-
its population growth. In the absence of trade-offs, populations grow exponentially and organisms evolve
towards a Darwinian demon life history as allocation of resources to early reproduction is always favored
under such circumstances (Coulson, T Benton, et al., 2006; McGraw and Caswell, 1996). Energy availability is
frequently assumed to be the constraint that generates trade-offs (B Kooijman and S Kooijman, 2009), but the
availability of enemy-free space, breeding sites, water, or other molecules essential for life, can also generate
them. The question we are interested in is how trade-offs can select for long developmental periods, large
body size, and slow life histories, the apparent antithesis of Darwinian demons?

Approaches to understanding both life history and body size evolution often involve specifying a limiting
factor and a life history trade-off, before identifying the fittest strategy. For example, in bioenergetic and dy-
namic energy budget models, energy is assumed to be limiting, the trade-off is specified via rules determining
the allocation of energy to maintenance, development, and reproduction (B Kooijman and S Kooijman, 2009),
and the fittest strategy is identified usually via an evolutionary game (Day and Taylor, 1997; Koziowski and
Weiner, 1997; Koztowski, 1992). A related approach involves agnosticism as to the limiting factor, a priori spec-
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ification of a trade-off between two components of the life history such as offspring number and offspring size
(Smith and Fretwell, 1974), and use of an evolutionary game to identify the fittest strategy (Childs et al., 2004;
Grant, 1997; Meszena et al., 2002; Metcalf et al., 2008; Roff, 1993). A third alternative is to identify the quan-
tity that evolution maximizes (e.g., fitness), and to examine how independently altering each part of the life
history impacts fitness. Selection is then assumed to predominantly operate via the life history components
with the largest sensitivities of fitness (Caswell, 2001; Holland-Jones and Tuljapurkar, 2015; Tuljapurkar et al.,
2009). This approach has been used for deterministic, density-independent environments where fitness is
the population growth rate measured as )\, and stochastic, density-independent environments where fitness
is the long-run stochastic growth rate (Tuljapurkar et al., 2009).

The last approach has the virtue of making few assumptions as it does not require specification of a trade-
off, but it does suffer from a shortcoming in that continuous population growth occurs in the absence of
population limitation, and therefore environmentally-determined trade-offs shaping evolutionary trajectories
may not exist. We address this limitation by using the approach in negative density-dependent environments
where population limitation, by definition, exists (Turchin, 1999). This imposes a constraint on population
growth and mean lifetime reproductive success, but does not require us to make any assumptions about the
nature of the limiting factor (e.g. energy or enemy-free space), and we do not need to specify a trade-off a
priori. Instead, the trade-offs emerge as a function of where in the life cycle limiting processes operate most
strongly, and where they are absent [see also Charlesworth (1994).

When trade-offs reveal themselves via the imposition of population limitation, population size will achieve
an equilibrium referred to as carrying capacity K, density dependence will be observed, and the population
growth rate will equal zero. Itis tempting to equate density dependence with food limitation (White, 2008), but
that is too narrow a definition. Density dependence is simply a statistical pattern where no long-term tempo-
ral trend in population numbers is observed. Any limiting process can generate density-dependent dynamics
(Turchin, 1999). In deterministic, density-dependent environments, regardless of the limiting process, carry-
ing capacity has repeatedly been proven to be fitness, i.e. the quantity maximized by evolution (Charlesworth,
1973, 1994; Kentie et al., 2020; Lande, Engen, and Seether, 2017; Lande, Engen, and Saether, 2009; MacArthur,
1962; Mylius and Diekmann, 1995; Takada and Nakajima, 1992, 1998). The strategy that has the highest value
of carrying capacity is evolutionarily stable (appendix) and cannot be invaded by any strategy with a lower
carrying capacity (Kentie et al., 2020).

We are interested in understanding the evolution of extremes of body size, so we develop size-structured
models (that are density-dependent), and we examine how altering growth trajectories impacts body size, life
history speed, and carrying capacity while imposing a constraint that sexual maturity occurs at a fixed propor-
tion of asymptotic size. We discover that:

1. The key parameter determining selection on size at sexual maturity and life history speed is the pro-
portion of the population that is sexually mature. The proportion reflects a balance between juvenile
survival and adult life expectancy. This result generalizes previous work that did not consider body size
but that characterized the role of comparative juvenile and adult survival rates on life history evolution
(Charlesworth, 1973; Takada and Nakajima, 1992).

2. Delaying sexual maturity generates a mortality cost to juveniles, such that a smaller proportion of each
cohort survives to maturity. If this cost is offset by a survival or reproduction benefit to adults, via either
an increase in life expectancy or increased reproduction, then larger body sizes and slower life history
strategies will be selected. If the juvenile mortality cost is not offset by the adult fitness benefit, then
small body sizes and faster life histories that are closer to that of Darwinian demons will evolve.
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3. Inourmodels, carrying capacity is fitness and density dependence generates these trade-offs. In density-
dependent environments population growth and mean lifetime reproductive success both equal one at
equilibrium. Evolution acts to maximize carrying capacity by suppressing the value of negatively density-
dependent demographic rates (here, reproduction in one scenario and juvenile survival in the other).
As these rates are suppressed, those that are not density-dependent (which rate depends upon the
scenario) will increase in order to maintain a population growth of one.

4. The simultaneous suppression of density-dependent rates and increase in density-independent rates
generates the life history trade-offs we observe. Where in the life history these trade-offs occur depends
upon which demographic rates are influenced by density, and which are not.

5. The cross-life trade-offs we identify could be generated by density-independent processes such juve-
niles and adults experiencing different environments as well as by the density dependence on which
we focus.

Methods

Overview of approach

We develop simple models where only one demographic rate is density-dependent. In scenario 1, reproduc-
tion is negatively density-dependent; in scenario 2, juvenile survival is negatively density-dependent. Within
each scenario we construct 20 models, each describing a unique life history strategy. These strategies differ
from one another in the growth trajectory that individuals follow. The different growth trajectories result in
different asymptotic sizes and sizes at sexual maturity across life histories. We can consequently distinguish
each life history by its size at sexual maturity. By comparing fitness across strategies within a scenario we can
explore selection on life history strategy (Kentie et al., 2020; Tuljapurkar et al., 2009).

In life history theory, evolution maximizes the mean fitness of a strategy (Metcalf et al., 2008; Stearns,
1977). Mean fitness of a life history strategy is always a quantity that describes some aspect of the strategy’s
population dynamics (Charlesworth, 1994; McGraw and Caswell, 1996; Tuljapurkar, 1990). In deterministic
density-dependent environments where competition between individuals is symmetric - the case that inter-
ests us - the quantity that evolution maximizes is well-known to be carrying capacity K (Charlesworth, 1973,
1994; Kentie et al., 2020; Lande, Engen, and Seether, 2017; Lande, Engen, and Saether, 2009; MacArthur, 1962;
Mylius and Diekmann, 1995; Takada and Nakajima, 1992, 1998). The life history strategy with the highest
carrying capacity will always be evolutionarily stable (Charlesworth, 1994; Kentie et al., 2020). We can conse-
quently identify the evolutionarily stable life history strategy by comparing carrying capacities across different
strategies. Our first aim is to understand how evolution maximizes carrying capacity within each scenario, and
we do that by identifying the demographic rates that determine the value of K.

Evolution alters the values of demographic rates to maximize carrying capacity via optimizing survivorship
and fertility schedules (Koztowski et al., 2020; Stearns, 1977). Survivorship describes the probability of surviv-
ing from birth to each age, while fertility schedules describes the production of offspring at each age. Our
second step is to explore how these schedules are optimized to maximize K. By combining these steps we
gain insight into the circumstances when extremes of body size are expected to evolve.

We make few assumptions, and strive to keep models simple, while choosing forms of demographic func-
tions that are typical of those observed in nature such as an increase in survival rate with body size, and a
juvenile and adult stage either side of sexual maturity. Terms used in the text are defined in Table 1.
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Table 1. Notation used in the paper. Please see Table 2 for values of model parameters.

Term definition
a Age
Qm, Age at sexual maturity
Bo, @, Po, Yo Function intercepts (survival, development, reproduction, inheritance)
B iy P2 Function slopes for body size (survival, development, reproduction)
BN, aN, PN Function slopes for density (survival, development, reproduction)
Qy, Vo Function variances (development, inheritance)
D(z'|z, N, t) Inheritance function
E(am, K) Life expectancy at sexual maturity and carrying capacity
G(%'|z,N,t) Development function
K Carrying capacity
K Vector of population size structure at K
L(a,K) Survivorship to age a evaluated at K
L(am, K) Proportion of each cohort surviving to z,, evaluated at K’
A Population growth rate
N Population size
N(z,t) Distribution of body size at time ¢
Da Proportion of the population that is sexually mature
Pa,K Proportion of the population that is sexually mature at K
Dj Proportion of the population in the juvenile age class
Dj K Proportion of the population in the juvenile age class at K
Ry Mean lifetime reproductive success
R(z,N,t) Reproduction function
R(a, K) Per capita reproductive success at age a evaluated at K
Ra x Mean adult reproductive rate at &K
O(u=...,0%=...) | Normaldistribution with mean y and variance o
S(z,N,t) Survival function
Se K Mean adult survival at K, with x = j for juveniles and x = a for adults
t Time
z Body size
Zm, Size at sexual maturity
z Body size at which mean juvenile survival is observed
Zj Mean body size of juveniles
The model

We use a class of model called an integral projection model (IPM) (Coulson, 2012; Ellner et al., 2016). Each
unique parameterization of an IPM describes a life history strategy (Childs et al., 2004; Kentie et al., 2020;
Metcalf et al., 2008), and each IPM projects population dynamics of that strategy (Ellner et al., 2016). These
attributes make IPMs ideally suited to explore life history evolution (Childs et al., 2004).

We develop a size-structured integral projection model (IPM) that consists of four equations describing the

association between body size z at time ¢ and i) survival to time ¢ + 1, S(z, N, t) = He—(aowlzszN(t)) , i) the
growth trajectory of surviving individuals fromt to t+1, G(2|z, N, t) = 0(n = ap+a,z+anN(t), 0% = a,), iii)
the per-capita reproductive rate between ¢ and ¢4 1 defined as the number of offspring produced immediately
after the population census at time ¢ that survive to recruit to the population at time ¢t 4 1,

0 if 2<z
R(z,N,t) = " M
erotrz2tpN N otherwise
and iv) the body size of these offspring at recruitment to the population at ¢ + 1, D(2'|z, N,t) = 0(p =
Y0,0% = 7,) where the fs are normal distributions with means of x and variances o2, the as, s, vs and
ps are parameters, and z,, is size at sexual maturity. These four functions combine to iterate forward the
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distribution of body size N (z, t) within the population at time ¢ to the distribution of body size N(z/,t+ 1) at
timet¢ + 1:

NG t+1)= / (D(2'|z,N,t)R(2, N, t) + G(2'|z, N, t)S(z, N, t)) N(z,t)dz. )

We assume a pre-breeding census such that reproduction captures the production of offspring and their
survival from birth to recruitment to the population at ¢ + 1. When we refer to density-dependent reproduc-
tion, negative density dependence can impact either of these two processes as is standard in discrete density-
dependent models with a pre-breeding census (Caswell, 2001; Charlesworth, 1994). The function G(z’|z, N, t)
that describes growth trajectories is called the development function as is standard nomenclature in [IPM no-
tation (Coulson, Kendall, et al., 2017), and describes growth from one age to the next. IPMs can be constructed
for any continuous phenotypic trait - not just body size - and the function can be mechanistic, capturing de-
tailed developmental pathways, or phenomenological based on repeated phenotypic measurements taken
on the same individuals over time (Ellner et al., 2016; Lachish et al., 2020; Smallegange et al., 2017).

Because this is a density-dependent model, at equilibrium N(z,t) = N(2’,t+1). We discretise each of the
functions to allow us to approximate the integral projection model in matrix form using standard approaches
(Ellner et al., 2016). At equilibrium, the approximation is K = (DR + GS)K where K is a vector describing
the population size structure at carrying capacity, and each emboldened letter represents a matrix capturing
the similarly named function in equation 2.

In our models we set some slopes to zero to remove the effects of either body size or density dependence
on either survival or reproduction. We do this to keep our models simple. By doing this, we only include
density dependence in one function at a time. In the first scenario, density dependence acts on reproduction,
limiting the number of offspring produced. We modeled this by setting pn < 0 (Equation 1). In the second
scenario, population size is controlled via juvenile survival such that density has a negative effect on survival
for juveniles but not for adults, and we modeled this via setting

<0,ifz <z
Bng " 3)
= 0, otherwise
We refer to these two scenarios as “density-dependent reproduction” and “density-dependent juvenile sur-

vival” respectively.

At equilibrium, when the population size of a life history is at carrying capacity, both the population growth
rate A and mean lifetime reproductive RO are equal to one and the dominant eigenvalue of the matrix ap-
proximation is 1 (Caswell, 2001).

Iterating the model

Our analysis proceeds by iterating a population with a given life history strategy through time until it reaches
a constant population size, K (Coulson, 2012; Ellner et al., 2016). Because these models are ergodic, the same
equilibrium is achieved independent of the initial population size structure. We consequently generate a ran-
dom population structure at time ¢ = 1 and then numerically iterate the population forward until a stable
population size and size structure is achieved. At each iteration we use population size at time ¢ to determine
the values of the density-dependent function used to project the population forward from ¢ to ¢ 4+ 1. We then
report quantities such as the proportion of the population that is sexually mature, life expectancies at a given
age, and the probability of achieving sexual maturity at K for each life history strategy. We use these quanti-
ties to identify circumstances when extremes of body size and life history evolve.
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Defining life history strategies

Within each of the two scenarios, we construct 20 models, each representing a different life history strategy
with different growth trajectories and sizes at sexual maturity. Within a scenario, each of these 20 models has
identical parameter values for each function, with the exception of the development function G(2'|z, N, t) and
the size at sexual maturity z,, which is always 80% of asymptotic size, which means that z,, is an emergent
property of the development function specific to each life history strategy. Different parameterisations of the
development function generate different stable size distributions (the dominant right eigenvector of the IPM
evaluated at K) for each life history, and these differences generate variation in age-specific survival rates
(see results). Demographic rates must combine to give A = R0 = 1 at equilibrium. Because survival rates
vary across life history in both scenarios, the one degree of freedom available within the model to satisfy the
condition A = RO = 1 at equilibrium will be the value of K in the density-dependent function (reproduction or
juvenile survival). For each model, we find the value of K via numerical iteration (see above). The life history
with the largest value of K will be the fittest, and in an evolutionary game would always grow to dominate
the population if we assume that individuals are competitively equivalent across strategies - i.e. symmetric
competition.

We keep the models simple by assuming that each reproducing parent produces the same distribution
of offspring body sizes regardless of their size or life history strategy (Fig 1(A)). Body size is consequently not
heritable within each life history strategy (Plard et al., 2021), but each life history strategy is passed from gener-
ation to generation with perfect fidelity (Childs et al., 2004). We also assume that all offspring initially develop
atthe same pace regardless of life history strategy. After age 1, the development functions diverge among the
life histories (Fig 1(B)), such that those that will go on to achieve a larger size and greater age at sexual maturity
continue to develop quickly, while those that will mature at a smaller size and lesser age slow their growth
rates, reaching their asymptotic sizes at a younger age (Fig 1(C)). The growth models are monomolecular, such
that growth rate slows with increasing size. We choose this formulation because monomolecular growth (i) is
a good descriptor of growth in many species, and (ii) can be described with fewer parameters than non-linear
growth forms (English et al., 2012; Gaillard et al., 1997).

Survival rates increase with body size in all life histories in the same manner (Fig 1(D)), although when den-
sity dependence operates on juvenile survival this function is depressed when z < z,, for each life history.
Reproduction does not vary with size, i.e. p, = 0 in both the density-dependent reproduction and density-
dependent juvenile survival scenarios, but the elevation of the function does vary with population density in
the scenario where reproduction is density-dependent. Parameter values (Table 2) differ between the two
scenarios to enable us to more easily graphically depict dynamics.

Interpreting model outputs

We start by examining the association between size at sexual maturity z,, and carrying capacity K to char-
acterize selection on life history strategy. We then wish to biologically and mathematically explain why the
patterns we observe are generated.

Our first objective is to gain insight into how carrying capacity is maximized. We calculate terms describing
the population dynamics and examine how these vary with size at sexual maturity across life history strategies
within each scenario. Those terms that show similar associations to those we identify between size at sexual
maturity and carrying capacity must be major drivers of the dynamics.
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Figure 1. Density-independent functions in the density-dependent reproduction scenario. (A) association
between parental size at time ¢ and offspring size at time ¢ + 1, where the black lines are contours
representing the probability distributions of offspring sizes, (B) development functions, where contours
representing the probability distribution of sizes at t+1 are not shown, (C) monomolecular growth functions
showing size as a function of age, (D) mean of the body size-survival function. Unlike in A) we do not show
the contours of the probability distributions. Each line represents one of the 20 life histories, and each dot
represents size (or age in the case of C) at sexual maturity. The redder the colour of a point, the fitter the life
history strategy (i.e., greater carrying capacity).
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To do this, we start by writing the population dynamics as a function of mean class-specific demographic
rates. Because the model distinguishes juveniles z < z,, and adults z > z,,, it helps to write the population
dynamics as a function of juvenile and adult rates. Specifically, we write the population growth rate, A =
1 at equilibrium as a function of the proportion of juvenile p; and adult age classes (p, = 1 — p;) in the
population and their mean survival (§j7K and ?,LK) and reproductive rates (Ra,K remembering juveniles do
not reproduce),

1=pj kSj K+ Pa,kSaxK + Pa,kRa K- (4)

We next rearrange equation 4 to put the density-dependent rate on the left hand side. We also drop the
subscript K for the density-independent rates. Next, we replace the mean value of the density-dependent de-
mographic rate with the equation that describes the rate. For example, recall that S(z,t) = m

. . . . . . . O _ 1 ~.
Mean survival in the density-dependent juvenile survival scenario is S x = @775 Where 2 is the

1+e—(

value of z that produces the mean survival rate across the distribution of juvenile body sizes. Note that non-
linear averaging means that z # z. Finally, we rearrange and simplify the resulting equation to have K on
the left hand side. The density-dependent reproduction and density-dependent juvenile survival scenarios

respectively produced the following expressions

K oclog(pa) —log(1 — S5 4 pa(S; + Sa)) (5)
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Table 2. Parameter values used in the two scenarios.

Function \ Intercept \ Body size slope \ Density slope Variance intercept
Density-dependent reproduction - scenario 1
Survival By =—0.875 | 3, =0.15 By =0
Reproduction po=1 p.=0 pn = —0.001
Density-dependent juvenile survival - scenario 2
Survival Bo = 0.25 B, =0.125 2 < zm : By = —0.001 else 0
Reproduction po=—1 p.=0 pn =0
Both scenarios
Growth life history 1 ag = 6.8 a, =0.3 ay =0 a, =1
Growth life history 2 ag = 6.69 a, =0.33 ay =0 a, =1
Growth life history 3 ag = 6.59 a, =0.35 ay =0 a, =1
Growth life history 20 | ag = 4.8 a, =0.8 ay =0 a, =1
Inheritance Yo =4 NA NA Yo =1
and
K o fu5+ — o8l —pa) (6)

(1 - paga - paﬁa) - 1.
Through this rearrangement, we now have functions describing fitness (i.e. K) for each scenario. We calcu-
late each of the terms in these expressions using approaches in Coulson, Tuljapurkar, et al. (2010) and then

examine how each term is associated with size at sexual maturity across life history strategies within each
scenario.

Having identified the factor that determines carrying capacity in both scenarios, the logical next step was
to explore how evolution optimizes survivorship and fertility schedules. To do this, we write the life histories
as a function of survivorship and fertility schedules. Because our developmental functions are continuous, we
choose to write these schedules in continuous time, but they could easily be written as summations instead
of integrals. For an age-structured density-dependent life history at carrying capacity we can write the Euler-
Lotka identity as

1= / L(a,K)R(a, K)da (7)
a=0

where L(a, K) and R(a, K) are respectively survivorship to age a and per-capita reproductive success at
age a, both evaluated at carrying capacity, K. Because reproduction does not occur until sexual maturity is
reached

1= / L(a, K)R(a, K)da (8)
where a,, is age at sexual maturity. In the models R(a, K) is constant across ages beyond sexual maturity
within a life history so we simplify to R(K') then write,

*  L(a,K)da
1= L(am, K)R(K) fa_(ﬁanf K))

9)

f;iam L(a,K)da
L(am,k)
is life expectancy at sexual maturity that we write as E(a,,, K). This reveals a trade-off between per-capita

The survivorship term L(a,, K) is the proportion of each cohort surviving to sexual maturity, and

reproduction, the proportion of each cohort surviving to sexual maturity, and life expectancy at sexual ma-
turity. In the density-dependent reproduction scenario, R(a, K) is density-dependent, so we separate the
density-dependent and -independent rates, such that,
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1
W = L(am)E(am) (10)

and

—log(R(a, K)) = log(L(am)E(am)). an

We therefore expect to see a negative linear association depicting a trade-off between the product of life
history traits that are density-independent, with the value of density-dependent life history traits. We use an
identical approach for the density-dependent juvenile survival scenario.

We calculate these continuous age-structured quantities by using Steiner et al. (2012)'s derivation of a stage
duration matrix, P = (I — T)~! where I is the identity matrix and T = GS. Each i, j element in this matrix
describes the expected amount of time an individual in stage ¢ will spend in stage j before death. We can sum
these elements across columns to calculate life expectancy for an individual at sexual maturity, and across
rows to calculate survivorship from birth to the size at sexual maturity (Steiner et al., 2012).

Results

Disruptive selection on body size

In both the density-dependent reproduction and density-dependent juvenile survival scenarios we observe
disruptive selection on body size (Fig 2(A,B)). Below a threshold size at sexual maturity where lowest carrying
capacity is observed there is directional selection for small size at sexual maturity and a fast life history. Above
the threshold, evolution of gigantism is observed. Why do we observe these patterns?

Maximizing carrying capacity

Because carrying capacity is fitness, as it increases across life history strategies, the predicted value of
density-dependent terms in models will decrease. For example, in the density-dependent reproduction sce-
nario (equation 1), the strategy with the highest carrying capacity will have the most negative value of the
term pxn K, and, on the scale of response, the smallest value of e?o?~¥ K |n the density-dependent juvenile
survival scenario, the strategy with the highest carrying capacity will have the most negative value of the term
By K and, on the scale of response, the smallest value of 1/(1 + e~ (Po+AnK)),

Factors determining carrying capacity

In the density-dependent reproduction scenario we find that of the three terms in equation 5, mean juve-
nile (Fig 2(C)) and mean adult survival (Fig 2(D)) are positively associated with size at sexual maturity, while
the proportion of the population that is sexually mature (Fig 2(E)) exhibits a “u”-shaped relationship of similar
form, but with a different minimum, to the pattern of disruptive selection seen in Fig 2(A).

We find a similar pattern in the density-dependent juvenile survival scenario using equation 6 with the
proportion of the population that is sexually mature exhibiting a “u”-shaped association with size at sexual
maturity and the other terms exhibiting positive associations (Fig S1). These results suggest that understand-
ing the dynamics of the proportion of the population that is sexually mature is central to understanding the
patterns we observe, and that requires understanding survivorship and fertility schedules. We consequently
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now turn our attention to the dynamics of life histories.

Figure 2. Scenario outcomes and why different life histories have different carrying capacities at equilibrium.
Disruptive selection on size at sexual maturity for (A) the density-dependent reproduction scenario and (B)
the density-dependent juveniles survival scenario. Each point represents one of our 20 life histories. The
redder the colour of a point, the fitter the life history strategy. Association between size at sexual maturity
and (C) juvenile survival, (D) adult survival, and (E) proportion of the population that is sexually mature for
the density-dependent reproduction scenario.
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Life history dynamics

We start by considering the density-dependent reproduction scenario. Holding the size-survival function
constant (Fig 1(D)), but altering the development function (Fig 1(B,C)), inevitably changes the survivorship func-
tion: the probability of surviving from birth to any given age (Fig 3(A)). The faster that individuals grow, the
more quickly they progress along the z-axis of the body size-survival function (Fig 1(D)), and this means that
their probability of surviving to, and at, each age increases when going from fast-lived to slow-lived life histo-
ries.

The change in the development function, and in size and age at sexual maturity, generates variation in the
probability of an individual surviving to sexual maturity across life histories (Fig 3(B)). A smaller proportion of
each cohort achieves sexual maturity as size at sexual maturity increases because it takes longer to achieve
sexual maturity, and this delay imposes a greater mortality burden on each cohort than the survival benefits
accrued via achieving larger sizes at a particular juvenile age. The mortality cost of delaying sexual maturity
can be offset by an increase in life expectancy at sexual maturity (Fig 3(C)) as larger adults have higher per-time
step survival rates than those that are smaller (Fig 1(D)) and consequently live for longer.

Below the threshold of minimum fitness (green line in Fig 3(B-E)) the proportion of the population achiev-
ing sexual maturity decreases at a relatively faster rate than the corresponding increase in life expectancy,
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with the converse true above the threshold. A consequence of these contrasting rates of change is that the
proportion of sexually mature individuals within the population can increase (Fig 3(D)), even though a smaller
proportion of each cohort achieves sexual maturity (Fig 3(B)), simply because a greater number of cohorts are
alive as adults at any one time as adult life expectancy increases. Once individuals achieve sexual maturity,
they reproduce.

Figure 3. Figure 3. Model dynamics for the density-dependent reproduction scenario. (A) survivorship
functions for each life history, (B) survivorship to sexual maturity as a function of size at sexual maturity, (C)
life expectancy as a function of body size, (D) proportion of population that is sexually mature as a function

of size at sexual maturity, and (E) per-time step per-capita reproductive rate as a function of size at sexual

maturity, and (F) trade-off between the log of the density-independent rates with the log of the per-capita
per-time step reproductive rate (the arrow represents the direction of evolution). The x-axis label is the

combination of the density-independent life history traits. The dotted green vertical lines in (B-E) represent

the life history of minimum fitness (i.e., lowest carrying capacity). Fitness increases either side of the green
line. Each point represents one of our 20 life histories. The redder the colour of a point, the fitter the life

history strategy. Note that Fig 3(D) uses identical data to Fig 2(E) but in Fig 3(D) we draw the vertical line of

minimum fitness.
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The switch in the relative sizes of the derivative of the proportion of each cohort surviving to sexual maturity
to size at sexual maturity, and the derivative of life expectancy to size at sexual maturity, generates disruptive
selection. We observe an “n"-shaped association between size at sexual maturity and the per-capita reproduc-
tive rate (Fig 3(E)), which is reflected in a mirror-image “u”-shaped association between size at sexual maturity
and carrying capacity (Fig 2(A)). The constraint R0 = 1 means that the minimization of the density-dependent
term in the density-dependent reproduction function must be countered by maximization of values predicted
by the density-independent body size term in the survivorship function (5, z). Because the survivorship func-
tion determines both the proportion of each cohort that achieves sexual maturity, and life expectancy at
sexual maturity, and given equation 11, we observe a linear association with a slope of —1 between the log
of the product of survivorship to sexual maturity and life expectancy at sexual maturity with the log of the
per-capita reproductive rate (Fig 3(F)).
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In our second scenario, where juvenile survival is density-dependent, survival is dependent on body size
as well as population size. Reproduction is now density-independent and py = 0. A consequence of these
changes is the form of the survival and survivorship functions now differ compared with the density-dependent
reproduction scenario. The density-independent terms are now the effects of body size on juvenile and adult
survival (8, z), while per-capita reproduction does not vary with life history because p, = 0 and py = 0.

As before, the probability of surviving to maturity declines with increasing size at sexual maturity, while life
expectancy increases. These processes combine to generate a quadratic association between size at sexual
maturity and the proportion of the population that is sexually mature. The same maximization of K, and min-
imization of the density-dependent term occurs as in the density-dependent reproduction scenario, except
the demographic rate that is modified is S(z < z,, N, t), and the term being minimized is now 5y + Sy K.
The density-independent life history quantity that is maximized is adult life expectancy.

There is one significant difference between the two scenarios: survival, unlike reproduction, is a function
of body size. Because the development function varies across life histories along with size at sexual maturity,
mean juvenile body size, and mean juvenile survival, also vary with life history. A consequence of the role of
body size on juvenile survival is that the life history with minimum fitness does not align with the life history
that has the maximum per-capita juvenile survival rate. This does not affect the negative linear association
between the logs of the density-independent and density-dependent rates. Figure S2 provides an equivalent
version of Figure 3 for the density-dependent juvenile survival scenario.

We can now understand why disruptive selection is driven via the proportion of the population achieving
sexual maturity observed in our analyses of K. There is a trade-off between the mortality rates experienced
by juveniles and the survival and reproductive rates of the sexually mature. The trade-off is mediated by rates
of development. Size at sexual maturity is selected to increase when the fitness benefits for sexually mature
adults of achieving a large size by delaying the age of sexual maturity outweigh the mortality costs to juveniles
caused by delaying the age of sexual maturity. When this occurs, we see selection for gigantism and slow life
histories. In contrast, size at sexual maturity is selected to decrease when the fitness benefits to the sexually
mature are less than the mortality cost endured by juveniles. The point at which the trade-off switches, gen-
erating disruptive selection, is dependent upon where in the life history density dependence operates.

In Figure 4 we schematically illustrate this dynamic. The summary figure does not include body size be-
cause its inclusion complicates visual interpretation. The figure shows how a change in age at sexual maturity
(4(A) versus 4(B)) results in a change in the form of the survivorship function, which results in a change in the
elevation of the density-dependent reproductive function to ensure R0 = 1. The life history in Figure 4(B) is
favoured by selection in this example because the density-dependent reproductive function is at a lower eleva-
tion than in Figure 4(A). Figure 4(C) provides an explanation of the rectangle approximation used in equation 9.

These results suggest that if we alter the fitness costs and benefits of delaying sexual maturity, we should
be able to shift the size at sexual maturity at which we see a switch in the direction of selection. We explore
this by modifying the survival function in the density-dependent reproduction scenario.

Changing the size-survival function

The rate at which survival changes with age determines why the proportion of each cohort that achieves
sexual maturity changes at a different rate across the life histories than life expectancy at sexual maturity.
The elevation and slope of the size-survival function should consequently determine selection on life history.
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Figure 4. Summary of the age-structured life history dynamics of the model where reproduction is
density-dependent. Blue lines represent the survivorship schedules (left y-axis) and red lines the fertility
schedules (right y-axis). The polygons represent the product of the survivorship and reproduction schedules
that are described with the equations. The initial life history strategy is depicted in (A), the mutant strategy,
with a delayed age at sexual maturity, in (B). The delay in age at sexual maturity results in a change in the
development function that results in an elevation of the survivorship function (compare the solid blue line in
(B) to the solid blue line in (A) which is also represented by the dotted blue line in (B)). Because the volume of
the blue polygon in (A) and (B) must equal one (equations on plot), the reproduction function is depressed in
(B) compared to (A) (compare the solid red lines in (A) and (B)). The grey and hashed blue polygons in (B)
show how the polygon has changed shape between the two life histories. (C) Rectangular approximation of
the life history function used to identify trade-offs.
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We examined this for the density-dependent reproduction scenario by systematically modifying the intercept
and slope of the survival function S(z, N, t) (Fig 5).

When the slope of the body-size survival function is 0 we never observe selection for delayed age and size
at sexual maturity and a slower life history (column 1). In order to see selection for an increase in size at
sexual maturity, survival rates need to increase with body size (positive viability selection) and need to be
sufficiently high for sexually mature adults to extend lifespan sufficiently to offset the costs of a smaller pro-
portion of offspring surviving to sexual maturity (see equation 9). It is this fitness differential across ages that
determines whether there will be selection for an increase or decrease in body size and age at sexual maturity.

Finally, to demonstrate that our results are not due to non-linearities in our model, we linearly approxi-
mated the model and explored outputs (Appendix). This revealed that the patterns we report are not a con-
sequence of the linearities in our model functions.
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Figure 5. Figure 5. Dynamical consequences of altering the intercept and slope of the body size-survival
function in the density-dependent reproduction scenario. As the elevation of the intercept (rows, and green
numbers) and steepness of slope (columns and purple numbers) are altered, the change in the size-survival

function alters selection on size at sexual maturity. The red lines represent the form of the size-survival

function. The blue lines show how carrying capacity changes across the range of sizes of sexual maturity.

The blue lines are analogous to Figure 2 for each parameterisation of the size-survival function but are

drawn as continuous lines rather than as dots.
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Discussion

Phenotypic traits and life history evolution

Alarge body of empirical research has revealed that numerous drivers can influence survival and reproduc-
tion in wild populations of animals and plants (Burke and Nol, 2000; Gimenez et al., 2012; Gulland, 1995; Major
and Kendal, 1996; Toigo and Gaillard, 2003). These drivers can be classified as i) individual attributes such as
age, sex, and phenotypic traits, ii) biotic drivers such as the size and structure of populations of the focal and
interacting species, and iii) abiotic drivers such as the weather. The biotic and abiotic drivers limit population
growth and size while individual phenotypic traits and their developmental trajectories evolve to minimize
these biotic and abiotic impacts. Multiple phenotypic traits may be associated with a single limiting factor. By
working within a framework where carrying capacity has repeatedly been shown to be fitness (Charlesworth,
1973, 1994; Kentie et al., 2020; Lande, Engen, and Saether, 2017; Lande, Engen, and Saether, 2009; MacArthur,
1962; Mylius and Diekmann, 1995; Takada and Nakajima, 1992, 1998), we reveal how evolution optimizes
growth trajectories, survivorship, and fertility schedules that define the life history strategy. Optimization acts
by minimizing the impact of population size on the density-dependent demographic rate. We find that when
the adult fitness benefits of delaying sexual maturity to a greater age outweigh the juvenile mortality costs of
doing so, gigantism can evolve. At the other extreme, small sizes at sexual maturity that are similar to those
of Darwinian demons are selected. The key parameter driving these dynamics is the proportion of the popu-
lation that is sexually mature, which is determined by the relative life expectancies of juveniles and adults.
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Although our models are kept deliberately simple, they reveal important, general insights. First, the evolu-
tionarily stable life history strategy will always be the one that can persist at the highest impact of the limiting
factors. In our models, the limiting factor is density. Density dependence is a dynamic that can be caused by
various processes including predation and food limitation (Turchin, 1999). In a predator-limited environment,
the evolutionarily stable life history strategy will therefore be the one that can persist at the highest predator
density, while in a food limited case it will be the one that can either persist on the least available food or
acquire a disproportionate amount of the food that is available. Thus how one dies, or how one is negatively
affected by a density-dependent factor, impacts body size and life history evolution. Minimization of the im-
pact of a limiting factor on the demographic rates it affects generates selection on phenotypic traits associated
with surviving and reproducing in the factor's presence (Coulson, 2021). If predation is the limiting factor, then
camouflage or the ability to out-run a predator might be selected, while in a food-limited environment, traits
subject to selection might be the ability to efficiently use energy, to migrate to greener pastures, or to defend
a food source against conspecifics (Travis et al., 2014). Some of these traits change with age such that their
dynamics are determined by developmental trajectories. When this is the case, these developmental trajec-
tories are selected to optimize survivorship and fertility schedules to maximize fitness.

In some cases, there may be multiple factors that can limit a population via causing death or a failure to
reproduce (Seip, 1992). For example, food shortages and pathogens may both contribute to limit a popula-
tion. Different phenotypic traits and their developmental trajectories may be associated with each factor that
causes death or a failure to reproduce. We have already described a couple of phenotypic traits that might be
associated with food limitation; pathogens might drive selection on social behaviour and aspects of immune
response.

In the presence of multiple causes of death or reproductive failure, evolution will optimize the development
of many phenotypic traits simultaneously to determine the optimum age-specific survivorship and fertility
schedules. When resources are limiting, being either hard to detect or acquire, this will generate trade-offs
in their allocation (B Kooijman and S Kooijman, 2009). The fittest combination of traits will be the one that
improves resource detection and acquisition while optimizing the allocation of resources to traits in a way that
maximally reduces the likelihood of death or failure to reproduce from the limiting factors (Coulson, 2021).
Despite all this complexity, if fitness can be defined for a particular environment, then the trade-off between
the juvenile costs of delaying age at sexual maturity and the adult benefits of doing so will be general. The
phenotypic details and energy budgets start to matter when mechanistic causes of the shape of survivorship
and fertility schedules becomes the topic of interest (Lachish et al., 2020).

Two obvious questions arise from this conclusion: how do species of intermediate size and life history
speed arise, and what about abiotic variation? Senescence is the decrease in survival or reproduction at older
ages. We do not incorporate senescence into models, but given its ubiquitous nature (Nussey et al., 2013), it
seems plausible that senescence means that survival and reproductive rates cannot remain indefinitely high
among adults. Depending on the age at which senescence begins, and how quickly it happens, there could be
a trade-off between rates of development, the shape of the survivorship and reproduction functions, and the
onset of senescence (Jones et al., 2008). Future work should incorporate the effects of senescence into the
framework we have developed to explore whether it can constrain the runaway selection our current models
predict.

Abiotic variation can generate temporal variation in age- and trait-specific survival and reproductive rates
and can also impact developmental trajectories (Tuljapurkar, 1990). Much in the same way that evolution
will act to minimize the impact of a limiting factor on survival and reproduction, it will also select phenotypic
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traits to cope with abiotic variation (Lande, Engen, and Saether, 2009). In density-dependent stochastic envi-
ronments where competition between individuals is symmetric, fitness is mean population size (Kentie et al.,
2020). Depending upon circumstances that are not important for this discussion, an increase in abiotic varia-
tion can act to either increase or decrease mean population size (Tuljapurkar et al., 2009). If abiotic variation
acts to decrease mean population size, then evolution will select for traits that improve individual resilience
to abiotic variation, while if it increases mean population size, it will select for phenotypic traits that allow
organisms to exploit the variation (Tuljapurkar et al., 2009). In future work we will develop this theme further.

A final avenue worth incorporating into models is the evolution of offspring size, which we kept constant
in our models. Changing offspring size can also impact life history evolution (Charnov and Downhower, 1995;
DA Reznick et al., 1990; Winkler and Wallin, 1987), and we can see two immediate impacts of altering the off-
spring number-offspring size trade-off. First, if carrying capacity is fitness, and density dependence operates
via reproduction, then reducing litter size while increasing offspring size is one route to evolving a lower per-
capita reproductive rate allowing persistence at a higher carrying capacity (see also Parker and Begon (1986)).
Second, larger offspring begin life further along the body size-survival function, potentially increasing the pro-
portion of each cohort that survives to sexual maturity, altering the strength of selection on size at sexual
maturity and life history speed. This second insight is novel and is only apparent after developing models like
ours. Our framework will allow exploration of the evolution of offspring and litter size in a life history setting,
and could be a valuable avenue of further research.

Empirical considerations

Our work is theoretical, but it leads to a number of hypotheses that could be empirically tested. We show
that the shapes of the four function types used to construct models determine whether small-bodied and fast,
or large-bodied and slow, life histories are selected. To understand why a particular body size and life history
evolves, it is consequently insightful to explore why the survival, development, reproduction, and inheritance
functions take the shapes they do, and how they covary. What are the genetic, physiological, or environmen-
tal factors that determine the size-survival function, for example (Coulson, 2021)? As a population adapts to
a new environment, the strength and form of feedbacks may change, and this will be reflected in the way
the functions that constitute models change as adaptation occurs. Not only will this help us understand phe-
notypic trait and life history evolution, but also the way that the population dynamics change as adaptation
occurs. We have examples from lab systems of how numerical dynamics changes with adaptive evolution or
with different levels of genetic variation (Yoshida et al., 2003). Our approach offers ways to uncover mecha-
nistic insight into what drives the co-evolution of traits and numerical dynamics as these are easily studied
using IPMs (Coulson, MacNulty, et al., 2011). Understanding why we see particular functional forms, and how
these change as adaptation progresses, will provide novel insight, but the approach also has the potential to
help explain a number of evolutionary “rules”.

There are three main biogeograpical “rules” describing patterns of body size: the island rule, Bergmann's
rule, and Cope’s rule. The island rule states that small species of many mammals and birds tend to evolve large
body sizes and slower life histories on islands, while larger species tend to evolve in the other direction (Clegg
and Owens, 2002; Covas, 2012; Lomolino, 2005; Sandvig et al., 2019). Bergmann's rule states that an increase
in latitude typically corresponds to an increase in adult body sizes within species (McNab, 1971). Cope's rule
states that species tend to get larger over evolutionary time (Hone and MJ Benton, 2005), suggesting a simi-
lar process could well be happening over time as happens with latitude. These patterns suggest systematic
changes in the shapes of size-survival, size-reproduction, development rates, and offspring size may underpin
these “rules”. Additional work, where we impose fewer constraints on the functions in models, should help
explain the circumstances required to generate these body size and life history patterns.
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We can even hypothesize on the shape of the functions in extinct species, such as the giant sauropods.
These giants are thought to have laid multiple clutches of relatively few ostrich egg-sized eggs, have very high
early growth rates, and to achieve sexual maturity at around 30 years (Sander et al., 2011). The high growth
rates suggested the young were unlikely food-limited, and selection for very large size suggests a steep in-
crease in survival rates across the range of sizes through which they developed. Taken together, these suggest
a high mortality rate on the young, likely via predation, but long life expectancies once sexual maturity was
achieved.

Conclusions

There are many ways in which the approach we use can be extended and models parameterized to address
arange of empirical and theoretical questions about body size and life history evolution. In addition, our work
also contributes to a general framework that we have been developing to study eco-evolutionary dynamics
(Coulson, Kendall, et al., 2017; Coulson, MacNulty, et al., 2011). Our results reveal a general trade-off between
juvenile and adult fitness that will determine age and size at sexual maturity and life history speed. They also
help explain how a change in the predominant cause of death or failure to reproduce can result in predictable
phenotypic trait and life history evolution in some species (D Reznick and Endler, 1982).
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Appendix

Interpreting carrying capacity as fitness

Fitness is often considered to be genetic representation of a heritable entity (be it an allele, genotype, or
strategy), either expected (Charlesworth, 1994) or realized (Coulson, T Benton, et al., 2006), in a population at
some point in the future. Future genetic representation depends upon how quickly the heritable entity repli-
cates and the degree of fidelity across generations (Fisher, 1930). Fitness is also often thought of as a growth
rate, such as reproductive value (Grafen, 1999), or the speed at which an entity can invade a population of a
resident (Dieckmann et al., 2006). When carrying capacity is fitness, it is shorthand for carrying capacity being
the asymptotic endpoint of future representation of a heritable entity within a population at equilibrium, and
whether one heritable entity would replace another in an evolutionary game (Kentie et al., 2020). For example,
consider two competing strategies and assume that strategy A has a carrying capacity of X and strategy B of
X — q. If one individual of strategy B were introduced into a population of strategy A at its carrying capacity
X, it could not establish, because it would experience a population density that is greater than its carrying
capacity. As a result, its replacement rate A, and its mean lifetime reproductive success R0z would both be
less than one. In contrast, if the experiment were repeated the other way around, strategy A would have a
growth rate A4 > 1 and RO4 > 1 because it would be introduced into a population below its own carrying
capacity (Childs et al., 2004; Dieckmann et al., 2006; Meszena et al., 2002). If we know the carrying capacities
of strategies A and B, we do not need to run an evolutionary game to identify the evolutionary endpoint
(Kentie et al., 2020). Because carrying capacity is fitness in density-dependent environments, we can identify
the evolutionarily stable strategy simply by finding the strategy with the largest carrying capacity.

Linearisation of model

We linearised the model to demonstrate that the results are not a function of the non-linear aspect of our
model.

We start with the simplification provided by equation 9 which we simplify the notation of towrite 1 = RJE
where R is reproduction, J juvenile survival, and E is life expectancy.

We can write Ry = = br R where by is the density coefficient on an exponential R. If P, is survival at

dR
AN
age a and b, the density coefficient on the logistic, then

dP,
Pa7N:d7N:prK(1_PK)%prK. (12)
It follows that, approximately,
dJ —
JN == diN = bpaPJO (1 3)
where P is average adult survival across the stable distribution of adult ages at IV, and .J, is juvenile sur-
vivalat N = 0.

Next, we make the density effect linear,

RJE = RyJy(1 -bK)E =1 (14)

and
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1
RoJoE

where Ry is reproduction evaluated at NV = 0. Depending on the scenario, b = br orb = bp.

bK =1— (15)

For a range of a from a,in, t0 ama, and a linear increase in survival rate with P, = P(z,,) with a slope of
q, then,

Pa = Pa(amin) + Q(a - amin)' (1 6)

If we assume survival is constant post sexual maturity at P, then

1- PO
1-P,°

The slope of E' now depends upon g as well as a, and, as in our simulations, life expectancy will only in-

E=

(17)

crease when q is large enough.

We can now use values of F, Ry and J; to explore how linearised K varies as we change F, bp and b;.
This is most easily done graphically. Mirroring our simulation results, divergent selection for K depends on
a strong enough survival advantage of the delay in maturity. If not, K will just fall as a increases. Our results
are consequently not due to the non-linearities in our functions.

References

Audzijonyte A, SARichards, RD Stuart-Smith, G Pecl, GJ Edgar, NS Barrett, N Payne, and JL Blanchard (2020). Fish
body sizes change with temperature but not all species shrink with warming. Nature Ecology and Evolution
4, 809-814. https://doi.org/10.1038/s41559-020-1171-0.

Burke D and E Nol (2000). Landscape and fragment size effects on reproductive success of forest-breeding
birds in Ontario. Ecological Applications 10, 1749-1761. https://doi.org/10.1890/1051-0761(2000)010[1749:
LAFSEQ]2.0.CO;2.

Caswell H (2001). Matrix Population Models: Construction, Analysis, and Interpretation. Sinauer Associates. ISBN:
9780878930968.

Charlesworth B (1973). Selection in populations with overlapping generations. V. Natural selection and life
histories. The American Naturalist 107, 303-311. https://doi.org/10.1086/282832.

— (1994). Evolution in age-structured populations. Vol. 2. Cambridge University Press Cambridge. ISBN: 9780511525711.
https://doi.org/10.1017/CBO9780511525711.

Charnov EL and JF Downhower (1995). A trade-off-invariant life-history rule for optimal offspring size. Nature
376, 418-419. https://doi.org/10.1038/376418a0.

Childs DZ, M Rees, KE Rose, PJ Grubb, and SP Ellner (2004). Evolution of size-dependent flowering in a variable
environment: construction and analysis of a stochastic integral projection model. Proceedings of the Royal
Society of London. Series B: Biological Sciences 271, 425-434. https://doi.org/10.1098/rspb.2003.2597.

Clegg SM and P Owens (2002). The ‘island rule’ in birds: medium body size and its ecological explanation.
Proceedings of the Royal Society of London. Series B: Biological Sciences 269, 1359-1365. https://doi.org/10.
1098/rspb.2002.2024.

Coulson T, T Benton, P Lundberg, S Dall, B Kendall, and JM Gaillard (2006). Estimating individual contributions
to population growth: evolutionary fitness in ecological time. Proceedings of the Royal Society B: Biological
Sciences 273, 547-555. https://doi.org/10.1098/rspb.2005.3357.

Coulson T (2012). Integral projections models, their construction and use in posing hypotheses in ecology.
Oikos 121, 1337-1350. https://doi.org/10.1111/j.1600-0706.2012.00035.x.

Peer Community Journal, Vol. 2 (2022), article e49 https://doi.org/10.24072/pcjournal.162


https://doi.org/10.1038/s41559-020-1171-0
https://doi.org/10.1890/1051-0761%282000%29010[1749:LAFSEO]2.0.CO;2
https://doi.org/10.1890/1051-0761%282000%29010[1749:LAFSEO]2.0.CO;2
https://doi.org/10.1086/282832
https://doi.org/10.1017/CBO9780511525711
https://doi.org/10.1038/376418a0
https://doi.org/10.1098/rspb.2003.2597
https://doi.org/10.1098/rspb.2002.2024
https://doi.org/10.1098/rspb.2002.2024
https://doi.org/10.1098/rspb.2005.3357
https://doi.org/10.1111/j.1600-0706.2012.00035.x
https://doi.org/10.24072/pcjournal.162

Tim Coulson et al. 21

Coulson T (2021). Environmental perturbations and transitions between ecological and evolutionary equilibria:
an eco-evolutionary feedback framework. Peer Community Journal 1, €6, 10.24072/pcjournal.4. https://doi.
org/10.24072/pcjournal 4.

Coulson T, BE Kendall, ] Barthold, F Plard, S Schindler, A Ozgul, and JM Gaillard (2017). Modeling adaptive and
nonadaptive responses of populations to environmental change. The American Naturalist 190, 313-336.
https://doi.org/10.1086/692542.

Coulson T, DR MacNulty, DR Stahler, B VonHoldt, RK Wayne, and DW Smith (2011). Modeling effects of envi-
ronmental change on wolf population dynamics, trait evolution, and life history. Science 334, 1275-1278.
https://doi.org/10.1126/science.1209441.

Coulson T, S Tuljapurkar, and DZ Childs (2010). Using evolutionary demography to link life history theory,
quantitative genetics and population ecology. Journal of Animal Ecology 79, 1226-1240. https://doi.org/10.
1111/.1365-2656.2010.01734.x.

Covas R (2012). Evolution of reproductive life histories in island birds worldwide. Proceedings of the Royal Society
B: Biological Sciences 279, 1531-1537. https://doi.org/10.1098/rspb.2011.1785.

Day T and PD Taylor (1997). Von Bertalanffy's growth equation should not be used to model age and size at
maturity. The American Naturalist 149, 381-393. https://doi.org/10.1086/285995.

Depczynski M and DR Bellwood (2005). Shortest recorded vertebrate lifespan found in a coral reef fish. Current
Biology 15, R288-R289. https://doi.org/10.1016/j.cub.2005.04.016.

Dieckmann U, M Heino, and K Parvinen (2006). The adaptive dynamics of function-valued traits. Journal of
Theoretical Biology 241, 370-389. https://doi.org/10.1016/].jtbi.2005.12.002.

Ellner SP, DZ Childs, and M Rees (2016). Data-driven modelling of structured populations: A practical guide to the
Integral Projection Model. Springer. ISBN: 978-3-319-28893-2. https://doi.org/10.1007/978-3-319-28893-2.

English S, AW Bateman, and TH Clutton-Brock (2012). Lifetime growth in wild meerkats: incorporating life
history and environmental factors into a standard growth model. Oecologia 169, 143-153. https://doi.org/
10.1007/s00442-011-2192-9.

Fisher RA (1930). The genetical theory of natural selection. Oxford: Clarendon Press. https://doi.org/10.5962/
bhl.title.27468.

Gaillard JM, D Pontier, D Allaine, A Loison, JC Herve, and A Heizman (1997). Variation in growth form and
precocity at birth in eutherian mammals. Proceedings of the Royal Society of London. Series B: Biological
Sciences 264, 859-868. https://doi.org/10.1098/rspb.1997.0120.

Gimenez O, T Anker-Nilssen, and V Grosbois (2012). Exploring causal pathways in demographic parameter
variation: path analysis of mark-recapture data. Methods in Ecology and Evolution 3, 427-432. https://doi.
org/10.1111/j.2041-210X.2011.00150.x.

Goldbogen ] (2018). Physiological constraints on marine mammal body size. Proceedings of the National Academy
of Sciences 115, 3995-3997. https://doi.org/10.1073/pnas.1804077115.

Grafen A (1999). Formal Darwinism, the individual-as-maximizing-agent analogy and bet-hedging. Proceed-
ings of the Royal Society of London. Series B: Biological Sciences 266, 799-803. https://doi.org/10.1098/rspb.
1999.0708.

Grant A (1997). Selection pressures on vital rates in density-dependent populations. Proceedings of the Royal
Society of London. Series B: Biological Sciences 264, 303-306. https://doi.org/10.1098/rspb.1997.0043.

Gulland F (1995). Impact of Infectious Diseases on Wild Animal Populations: a Review. In: Ecology of Infectious
Diseases in Natural Populations. Ed. by Grenfell BT and Dobson AP. Publications of the Newton Institute.
Cambridge University Press, pp. 20-51. https://doi.org/10.1017/CB0O9780511629396.002.

Holland-Jones ] and S Tuljapurkar (2015). Measuring selective constraint on fertility in human life histories.
Proceedings of the National Academy of Sciences 112, 8982-8986. https://doi.org/10.1073/pnas.1422037112.

Hone DW and M) Benton (2005). The evolution of large size: how does Cope’s Rule work? Trends in Ecology &
Evolution 20, 4-6. https://doi.org/10.1016/j.tree.2004.10.012.

Peer Community Journal, Vol. 2 (2022), article e49 https://doi.org/10.24072/pcjournal.162


https://doi.org/10.24072/pcjournal.4
https://doi.org/10.24072/pcjournal.4
https://doi.org/10.1086/692542
https://doi.org/10.1126/science.1209441
https://doi.org/10.1111/j.1365-2656.2010.01734.x
https://doi.org/10.1111/j.1365-2656.2010.01734.x
https://doi.org/10.1098/rspb.2011.1785
https://doi.org/10.1086/285995
https://doi.org/10.1016/j.cub.2005.04.016
https://doi.org/10.1016/j.jtbi.2005.12.002
https://doi.org/10.1007/978-3-319-28893-2
https://doi.org/10.1007/s00442-011-2192-9
https://doi.org/10.1007/s00442-011-2192-9
https://doi.org/10.5962/bhl.title.27468
https://doi.org/10.5962/bhl.title.27468
https://doi.org/10.1098/rspb.1997.0120
https://doi.org/10.1111/j.2041-210X.2011.00150.x
https://doi.org/10.1111/j.2041-210X.2011.00150.x
https://doi.org/10.1073/pnas.1804077115
https://doi.org/10.1098/rspb.1999.0708
https://doi.org/10.1098/rspb.1999.0708
https://doi.org/10.1098/rspb.1997.0043
https://doi.org/10.1017/CBO9780511629396.002
https://doi.org/10.1073/pnas.1422037112
https://doi.org/10.1016/j.tree.2004.10.012
https://doi.org/10.24072/pcjournal.162

22 Tim Coulson et al.

Jones OR, JM Gaillard, S Tuljapurkar, JS Alho, KB Armitage, PH Becker, P Bize, ] Brommer, A Charmantier, M Char-
pentier, et al. (2008). Senescence rates are determined by ranking on the fast-slow life-history continuum.
Ecology Letters 11, 664-673. https://doi.org/10.1111/].1461-0248.2008.01187 ..

Kentie R, SM Clegg, S Tuljapurkar, JM Gaillard, and T Coulson (2020). Life-history strategy varies with the
strength of competition in a food-limited ungulate population. Ecology Letters 23, 811-820. https://doi.
org/10.1111/ele.13470.

Kingsolver )G, HE Hoekstra, JM Hoekstra, D Berrigan, SN Vignieri, C Hill, A Hoang, P Gibert, and P Beerli (2001).
The strength of phenotypic selection in natural populations. The American Naturalist 157, 245-261. https:
//doi.org/10.1086/319193.

Kooijman B and S Kooijman (2009). Dynamic energy budget theory for metabolic organisation. Cambridge Uni-
versity Press. ISBN: 9780511805400. https://doi.org/10.1017/CB0O9780511805400.

Koziowski ] and ] Weiner (1997). Interspecific allometries are by-products of body size optimization. The Amer-
ican Naturalist 149, 352-380. https://doi.org/10.1086/285994.

Koztowski ] (1992). Optimal allocation of resources to growth and reproduction: implications for age and size
at maturity. Trends in Ecology & Evolution 7, 15-19. https://doi.org/10.1016/0169-5347(92)90192-E.

Koztowski J, M Konarzewski, and M Czarnoleski (2020). Coevolution of body size and metabolic rate in verte-
brates: a life-history perspective. Biological Reviews 95, 1393-1417. https://doi.org/10.1111/brv.12615.

Lachish S, EE Brandell, ME Craft, AP Dobson, P] Hudson, DR MacNulty, and T Coulson (2020). Investigating the
dynamics of elk population size and body mass in a seasonal environment using a mechanistic integral
projection model. The American Naturalist 196, E23-E45. https://doi.org/10.1086/708723.

Lande R, S Engen, and BE Sather (2017). Evolution of stochastic demography with life history tradeoffs in
density-dependent age-structured populations. Proceedings of the National Academy of Sciences 114, 11582~
11590. https://doi.org/10.1073/pnas.1710679114.

Lande R, S Engen, and BE Saether (2009). An evolutionary maximum principle for density-dependent popu-
lation dynamics in a fluctuating environment. Philosophical Transactions of the Royal Society B: Biological
Sciences 364, 1511-1518. https://doi.org/10.1098/rstb.2009.0017.

Law R (1979). Optimal life histories under age-specific predation. The American Naturalist 114, 399-417. https:
//doi.org/10.1086/283488.

Lomolino MV (2005). Body size evolution in insular vertebrates: generality of the island rule. Journal of Biogeog-
raphy 32, 1683-1699. https://doi.org/10.1111/j.1365-2699.2005.01314.x.

MacArthur RH (1962). Some generalized theorems of natural selection. Proceedings of the National Academy of
Sciences 48, 1893-1897. https://doi.org/10.1073/pnas.48.11.1893.

Major RE and CE Kendal (1996). The contribution of artificial nest experiments to understanding avian repro-
ductive success: a review of methods and conclusions. /bis 138, 298-307. https://doi.org/10.1111/j.1474-
919X.1996.tb04342 x.

McGraw JB and H Caswell (1996). Estimation of individual fitness from life-history data. The American Naturalist
147, 47-64. https://doi.org/10.1086/285839.

McNab BK (1971). On the ecological significance of Bergmann'’s Rule. Ecology 52, 845-854. https://doi.org/10.
2307/1936032.

Merild J, B Sheldon, and L Kruuk (2001). Explaining stasis: microevolutionary studies in natural populations.
Genetica 112, 199-222. https://doi.org/10.1023/A:1013391806317.

Meszena G, E Kisdi, U Dieckmann, SA Geritz, and JA Metz (2002). Evolutionary optimisation models and matrix
games in the unified perspective of adaptive dynamics. Selection 2, 193-220. https://doi.org/10.1556/
Select.2.2001.1-2.14.

Metcalf C, K Rose, D Childs, A Sheppard, P Grubb, and M Rees (2008). Evolution of flowering decisions in a
stochastic, density-dependent environment. Proceedings of the National Academy of Sciences 105, 10466-
10470. https://doi.org/10.1073/pnas.0800777105.

Peer Community Journal, Vol. 2 (2022), article e49 https://doi.org/10.24072/pcjournal.162


https://doi.org/10.1111/j.1461-0248.2008.01187.x
https://doi.org/10.1111/ele.13470
https://doi.org/10.1111/ele.13470
https://doi.org/10.1086/319193
https://doi.org/10.1086/319193
https://doi.org/10.1017/CBO9780511805400
https://doi.org/10.1086/285994
https://doi.org/10.1016/0169-5347%2892%2990192-E
https://doi.org/10.1111/brv.12615
https://doi.org/10.1086/708723
https://doi.org/10.1073/pnas.1710679114
https://doi.org/10.1098/rstb.2009.0017
https://doi.org/10.1086/283488
https://doi.org/10.1086/283488
https://doi.org/10.1111/j.1365-2699.2005.01314.x
https://doi.org/10.1073/pnas.48.11.1893
https://doi.org/10.1111/j.1474-919X.1996.tb04342.x
https://doi.org/10.1111/j.1474-919X.1996.tb04342.x
https://doi.org/10.1086/285839
https://doi.org/10.2307/1936032
https://doi.org/10.2307/1936032
https://doi.org/10.1023/A:1013391806317
https://doi.org/10.1556/Select.2.2001.1-2.14
https://doi.org/10.1556/Select.2.2001.1-2.14
https://doi.org/10.1073/pnas.0800777105
https://doi.org/10.24072/pcjournal.162

Tim Coulson et al. 23

Mylius SD and O Diekmann (1995). On evolutionarily stable life histories, optimization and the need to be
specific about density dependence. Oikos 74, 218-224. https://doi.org/10.2307/3545651.

Nielsen J, RB Hedeholm, ] Heinemeier, PG Bushnell, ]S Christiansen, ] Olsen, CB Ramsey, RW Brill, M Simon,
KF Steffensen, et al. (2016). Eye lens radiocarbon reveals centuries of longevity in the Greenland shark
(Somniosus microcephalus). Science 353, 702-704. https://doi.org/10.1126/science.aaf1703.

Nussey DH, H Froy, JF Lemaitre, JM Gaillard, and SN Austad (2013). Senescence in natural populations of ani-
mals: widespread evidence and its implications for bio-gerontology. Ageing Research Reviews 12, 214-225.
https://doi.org/10.1016/j.arr.2012.07.004.

Ozgul A, S Tuljapurkar, TG Benton, JM Pemberton, TH Clutton-Brock, and T Coulson (2009). The dynamics of
phenotypic change and the shrinking sheep of St. Kilda. Science 325, 464-467. https://doi.org/10.1126/
science.1173668.

Parker GA and M Begon (1986). Optimal egg size and clutch size: effects of environment and maternal pheno-
type. The American Naturalist 128, 573-592. https://doi.org/10.1086/284589.

Plard F, JA Barthold Jones, JM Gaillard, T Coulson, and S Tuljapurkar (2021). Demographic determinants of the
phenotypic mother-offspring correlation. Ecological Monographs 91, e01479. https://doi.org/10.1002/ecm.
1479.

Raia P and S Meiri (2006). The island rule in large mammals: paleontology meets ecology. Evolution 60, 1731-
1742. https://doi.org/10.1111/j.0014-3820.2006.tb00516.x.

Reznick D andJA Endler (1982). The impact of predation on life history evolution in Trinidadian guppies (Poecilia
reticulata). Evolution 36, 160-177. https://doi.org/10.1111/j.1558-5646.1982.tb05021 .x.

Reznick DA, H Bryga, and JA Endler (1990). Experimentally induced life-history evolution in a natural population.
Nature 346, 357-359. https://doi.org/10.1038/346357a0.

Roff D (1993). Evolution of life histories: theory and analysis. Springer. ISBN: 978-0-412-02391-0.

Sander PM, A Christian, M Clauss, R Fechner, CT Gee, EM Griebeler, HC Gunga, ] Hummel, H Mallison, SF Perry,
etal. (2011). Biology of the sauropod dinosaurs: the evolution of gigantism. Biological Reviews 86, 117-155.
https://doi.org/10.1111/j.1469-185X.2010.00137.x.

Sandvig EM, T Coulson, and SM Clegg (2019). The effect of insularity on avian growth rates and implications
for insular body size evolution. Proceedings of the Royal Society B 286, 20181967. https://doi.org/10.1098/
rspb.2018.1967.

Savage VM, JF Gillooly, WH Woodruff, GB West, AP Allen, BJ Enquist, and JH Brown (2004). The predominance
of quarter-power scaling in biology. Functional Ecology 18, 257-282. https://doi.org/10.1111/j.0269-
8463.2004.00856.x.

Seip DR (1992). Factors limiting woodland caribou populations and their interrelationships with wolves and
moose in southeastern British Columbia. Canadian Journal of Zoology 70, 1494-1503. https://doi.org/10.
1139/292-206.

Smallegange IM, H Caswell, ME Toorians, and AM de Roos (2017). Mechanistic description of population dynam-
ics using dynamic energy budget theory incorporated into integral projection models. Methods in Ecology
and Evolution 8, 146-154. https://doi.org/10.1111/2041-210X.12675.

Smith CC and SD Fretwell (1974). The optimal balance between size and number of offspring. The American
Naturalist 108, 499-506. https://doi.org/10.1086/282929.

Stearns SC (1992). The evolution of life histories. Oxford University Press. ISBN: 0198577419.

Stearns SC (1977). The evolution of life history traits: a critique of the theory and a review of the data. Annual
review of ecology and systematics 8, 145-171. https://doi.org/10.1146/annurev.es.08.110177.001045.

Steiner UK, S Tuljapurkar, T Coulson, and C Horvitz (2012). Trading stages: life expectancies in structured pop-
ulations. Experimental Gerontology 47, 773-781. https://doi.org/10.1016/j.exger.2012.05.015.

Takada T and H Nakajima (1992). An analysis of life history evolution in terms of the density-dependent
Lefkovitch matrix model. Mathematical Biosciences 112, 155-176. https://doi.org/10.1016/0025-5564(92)
90091-A.

Peer Community Journal, Vol. 2 (2022), article e49 https://doi.org/10.24072/pcjournal.162


https://doi.org/10.2307/3545651
https://doi.org/10.1126/science.aaf1703
https://doi.org/10.1016/j.arr.2012.07.004
https://doi.org/10.1126/science.1173668
https://doi.org/10.1126/science.1173668
https://doi.org/10.1086/284589
https://doi.org/10.1002/ecm.1479
https://doi.org/10.1002/ecm.1479
https://doi.org/10.1111/j.0014-3820.2006.tb00516.x
https://doi.org/10.1111/j.1558-5646.1982.tb05021.x
https://doi.org/10.1038/346357a0
https://doi.org/10.1111/j.1469-185X.2010.00137.x
https://doi.org/10.1098/rspb.2018.1967
https://doi.org/10.1098/rspb.2018.1967
https://doi.org/10.1111/j.0269-8463.2004.00856.x
https://doi.org/10.1111/j.0269-8463.2004.00856.x
https://doi.org/10.1139/z92-206
https://doi.org/10.1139/z92-206
https://doi.org/10.1111/2041-210X.12675
https://doi.org/10.1086/282929
https://doi.org/10.1146/annurev.es.08.110177.001045
https://doi.org/10.1016/j.exger.2012.05.015
https://doi.org/10.1016/0025-5564%2892%2990091-A
https://doi.org/10.1016/0025-5564%2892%2990091-A
https://doi.org/10.24072/pcjournal.162

24 Tim Coulson et al.

Takada T and H Nakajima (1998). Theorems on the invasion process in stage-structured populations with
density-dependent dynamics. Journal of Mathematical Biology 36, 497-514. https://doi.org/10.1007/
s002850050111.

Toigo C and JM Gaillard (2003). Causes of sex-biased adult survival in ungulates: Sexual size dimorphism, mat-
ing tactic or environment harshness? Oikos 101, 376-384. https://doi.org/10.1034/j.1600-0706.2003.
12073.x.

Travis J, D Reznick, RD Bassar, A Lépez-Sepulcre, R Ferriere, and T Coulson (2014). Do eco-evo feedbacks help
us understand nature? Answers from studies of the Trinidadian guppy. Advances in ecological research 50,
1-40. https://doi.org/10.1016/B978-0-12-801374-8.00001-3.

Tuljapurkar S (1990). Population dynamics in variable environments. Springer-Verlag. ISBN: 978-3-642-51652-8.
https://doi.org/10.1007/978-3-642-51652-8.

Tuljapurkar S, JM Gaillard, and T Coulson (2009). From stochastic environments to life histories and back. Philo-
sophical Transactions of the Royal Society B: Biological Sciences 364, 1499-1509. https://doi.org/10.1098/rstb.
2009.0021.

Turchin P (1999). Population regulation: a synthetic view. Oikos 84, 153-159. https://doi.org/10.2307/3546876.

Watson W and H Walker (2004). The world's smallest vertebrate, Schindleria brevipinguis, a new paedomorphic
species in the family Schindleriidae (Perciformes: Gobioidei). Records-Australian Museum 56, 139-142. https:
//doi.org/10.3853/).0067-1975.56.2004.1429.

West GB, JH Brown, and BJ Enquist (1997). A general model for the origin of allometric scaling laws in biology.
Science 276, 122-126. https://doi.org/10.1126/science.276.5309.122.

White T (2008). The role of food, weather and climate in limiting the abundance of animals. Biological Reviews
83, 227-248. https://doi.org/10.1111/j.1469-185X.2008.00041 .x.

Winkler DW and K Wallin (1987). Offspring size and number: a life history model linking effort per offspring
and total effort. The American Naturalist 129, 708-720. https://doi.org/10.1086/284667.

Yoshida T, LE Jones, SP Ellner, GF Fussmann, and NG Hairston (2003). Rapid evolution drives ecological dynam-
ics in a predator-prey system. Nature 424, 303-306. https://doi.org/10.1038/nature01767.

Peer Community Journal, Vol. 2 (2022), article e49 https://doi.org/10.24072/pcjournal.162


https://doi.org/10.1007/s002850050111
https://doi.org/10.1007/s002850050111
https://doi.org/10.1034/j.1600-0706.2003.12073.x
https://doi.org/10.1034/j.1600-0706.2003.12073.x
https://doi.org/10.1016/B978-0-12-801374-8.00001-3
https://doi.org/10.1007/978-3-642-51652-8
https://doi.org/10.1098/rstb.2009.0021
https://doi.org/10.1098/rstb.2009.0021
https://doi.org/10.2307/3546876
https://doi.org/10.3853/J.0067-1975.56.2004.1429
https://doi.org/10.3853/J.0067-1975.56.2004.1429
https://doi.org/10.1126/science.276.5309.122
https://doi.org/10.1111/j.1469-185X.2008.00041.x
https://doi.org/10.1086/284667
https://doi.org/10.1038/nature01767
https://doi.org/10.24072/pcjournal.162

Tim Coulson et al. 25

Supplemental Information

Figure S1. Associations between size at sexual maturity and each of the terms in our approximation of
carrying capacity for the density-dependent juvenile survival scenario. Size at sexual maturity and (A)
proportion of the population that is sexually mature, (B) adult survival and (C) body size of juveniles that
predicts mean juvenile survival across the distribution of juvenile weights.

L ]
= w
LY ® 54 ® .
g ° ]
"~
E] % 2 ®
= ° T oo [ ]
= @ -
- [) $ 2 e’
g < [ ] S
2 ® H L]
2 ] = o
g [ ] 3 . )
< .
§ 8 b S
'g =1 ..
g LI
o
® g °
T T T T T T T T T T T T
] 10 12 14 16 18 ] 10 12 14 16 18
Size at saxual maturity Size at saxual maturity
L ]

s . © .
€ L]
E] [ ]
- [ ]
% ~ L]
[ ..
]
£ g
e o (J
g
£
=
B
@

T T T T T T

] 10 12 14 16 18

Size at saxual maturity

Peer Community Journal, Vol. 2 (2022), article e49 https://doi.org/10.24072/pcjournal 162


https://doi.org/10.24072/pcjournal.162

26

Tim Coulson et al.

Figure S2. Model structure and outputs when the juvenile survival function is density-dependent (scenario
2). (A) body size-survival function, (B) survivorship functions for each life history, (C) survivorship to sexual
maturity as a function of size at sexual maturity, (D) life expectancy as a function of body size, (E) proportion
of population that is sexually mature as a function of size at sexual maturity, and (F) per-time step per-capita
juvenile survival rate as a function of size at sexual maturity for each life history. (G) linear associations
between the log of the density-independent rates against the log of the density-dependent rate (the arrow
represents the direction of evolution). The dotted green vertical lines in (C-F) represent the life history of
minimum fitness. Each point represents one of our 20 life histories. The redder the colour of a point, the

fitter the life history strategy.
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