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Abstract
Researchers in Earth and environmental science can extract incredible value from high-
resolution (sub-meter, sub-hourly or hyper-spectral) remote sensing data, but these data
can be difficult to use. Correct, appropriate and competent use of such data requires skills
from remote sensing and the data sciences that are rarely taught together. In practice,
many researchers teach themselves how to use high-resolution remote sensing data with
ad hoc trial and error processes, often resulting in wasted effort and resources. In order
to implement a consistent strategy, we outline ten rules with examples from Earth and
environmental science to help academic researchers and professionals in industry work
more effectively and competently with high-resolution data.
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Introduction

The data revolution brings a deluge of Earth observations from numerous and diverse sensors.
Many of these data are collected remotely: from space, the air, or underwater, and are of in-
creasingly high-resolution, providing detailed spatial, temporal, radiometric, and/or spectral in-
formation (Figure 1). Earth and environmental scientists as well as professionals with analytical
or computational backgrounds increasingly use high-resolution remote sensing data, but learning
how to do this correctly and effectively can be difficult. In this article, we outline ten simple rules
to help Earth and environmental researchers make informed decisions about the use and benefits
of high-resolution remote sensing data.

Current understanding of high-resolution may include sub-meter, sub-hourly or hyper-spectral,
but this is constantly changing, and what is considered high-resolution has to be considered in
the context of the spatial and temporal coverage. We may even be reaching the useful limits of
resolution with some products, but at limited coverage, or high-resolution in one aspect but low
in others (Figure 2). For example, the Geostationary Operational Environmental Satellites (GOES,
Schmidt and Prins 2003) have sub-hourly resolution for most of the western hemisphere, but low
(1.5 km) spatial resolution. Future advances may center around increasing the resolution of all
facets of a single product. For example, Landsat and Sentinel are considered moderate resolution
in all facets, but with global coverage, and have been progressing towards higher resolution in all
facets since the first Landsat satellite was launched in 1972. Landsat 8 has higher spatial and spec-
tral resolution than previous Landsat products (Roy et al. 2014). Now, with the launch of Landsat
9 (Masek et al. 2020), the temporal resolution is doubled. Furthermore, the Landsat products
have since been harmonized with Sentinel 2 for a unified product with even higher temporal res-
olution (Claverie et al. 2018). See Table 1 for more information on the data products we refer to
throughout this article.

The use of high-resolution data allow us to answer persistent science questions in different ways,
and to ask new questions altogether. For instance, the Shuttle Radar Topography Mission (SRTM)
generated a near-global digital elevation model (DEM) at 30m resolution at the turn of the century
(Farr and Kobrick 2000), and this enabled new insights into hydrography (Lehner, Verdin, and Jarvis
2008), cryology (Surazakov and Aizen 2006), vegetation remote sensing (Simard et al. 2006), cli-
mate change-induced coastal flood risk (McGranahan, Balk, and Anderson 2007), limnology (NASA
2013) and more. But, what defines “high-resolution” changes over time, and a 30m DEM is con-
sidered moderate resolution today, relative to sub-meter topography data that are increasingly
available and yield finer detail and thus new insights (Kruse, Baugh, and Perry 2015; Thatcher,
Lukas, and Stoker 2020; C. Wang et al. 2021). For instance, analysis based on a novel integration
of SRTM with higher resolution elevation data derived from Light Detection and Ranging (lidar)
measurements tripled the estimate of the number of people at risk worldwide from coastal flood-
ing in the next century (Kulp and Strauss 2019). High temporal resolution has also led to recent
advances. In another example, Balch et al (2022) used sub-hourly active fire detections across
the western hemisphere to advance our understanding of how climate change is impacting the
diurnal cycle of fire activity at a global scale.

Even though high-resolution data are valuable, they are not always easy to use and can be of lim-
ited benefit in some cases. Effective and informed use of high-resolution data requires remote
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Table 1: Datasets mentioned in this article.

Sensor Spatial grain Spatial extent Temporal grain Temporal extent Data Link to data

Aircraft Data
Geostationary

Operational
Environmental Satellites
(GOES)

1.5km Western hemisphere Sub-hourly 2016 - present 16 bands RGB to IR www.tinyurl.com/2s3cny2p

Landsat 1-9 30m Global 16 days 1984 - present 4-11 bands, RGB to IR EE
Climate Data

Sentinel 10m - 60m Global 5-10 days 2015 - present 13 bands, RGB to IR EE
Harmonized

Landsat-Sentinel
product

30m Global 2-3 days 2010 - present 15 bands (coastal
aerosol to thermal IR)

www.tinyurl.com/576wucw5

Shuttle Radar
Topography Mission
(SRTM)

30m Near global Collected once 2000 Digital Elevation Model EE

MODIS 250m - 1000m Global sub-daily 2001 - present 36 bands (620 nm - 14
µm)

EE, LPDAAC

Planet Lab sensors 3.7m Global sub-daily 2017 - present 4 bands: RGB + NIR www.planet.com
Satellite Data

UAS-based (optical
and lidar)

Variable Variable Variable Variable Variable, depending on
the sensor

user-collected

National Ecological
Observatory Network
(NEON) aerial imaging
spectroscapy data 

1m Neon sites (81 across
the US)

variable 2017-present 426 spectral bands
spanning the visible to
shortwave infrared
wavelengths

https://data.neonscience.org/

PRISM 800m to a full degree global Subdaily to 30-year
normals

1970 or earlier - present Modelled atmospheric
conditions

gridMET 4 km Contiguous US daily 1979 - present Surface meteorology www.climatologylab.org
terraclimate 4 km global monthly 1958 - 2020 Climate and water

balance
www.climatologylab.org

worldclim 1 km global monthly 1970 - 2000 climate www.worldclim.org
ERA5 30 km global hourly 1959 - present Atmospheric, land and

oceanic climate
variables

https://tinyurl.com/43n384be

sensing and data science skills and theoretical knowledge (Hampton et al. 2017). High-resolution
data can be voluminous, complex, and noisy, requiring systematic data and workflow manage-
ment, data processing skills, and in-depth uncertainty assessments. Further, high-resolution re-
mote sensing data are often integrated with other sources of information (e.g., ground truth data
or other environmental data), which brings additional challenges associated with data harmoniza-
tion, reconciliation, and uncertainty propagation (Zipkin et al. 2021). In practice, learning how
to use high-resolution data is often an ad-hoc trial and error process. The resulting bespoke ap-
proaches that researchers develop can be inconsistent, inefficient, and challenging to implement,
reproduce, or extend.

Here we outline a set of “rules” to provide a foundation that researchers can build upon to work
effectively with high-resolution data. We focus on examples in Earth and environmental science,
but the ideas apply to other disciplines.

1. Know the question

High-resolution data can enable refined, dynamic assessments of environmental patterns and pro-
cesses. It is thus important to prioritize the formulation of the science question, understand its
implications and develop testable hypotheses (Betts et al. 2021). An unambiguous question will
guide the project and point to a clear end , i.e., at what point has the question been answered,
or has the realization been reached that it cannot be answered as anticipated. A clear question
can also help with understanding data requirements including spatial, temporal, radiometric, and
spectral resolutions and geographic extents (see Understand the data).
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Figure 1: Different kinds of resolution, with examples of lower and higher resolution data. Spatial
resolution relates to pixel size, temporal resolution to observation frequency, radiometric resolu-
tion to the number of unique values, and spectral resolution to binwidth in the electromagnetic
spectrum.

Figure 2: Variations in spatial and temporal scale in phenomena and remote sensing instruments.
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For example, a question about local plant population dynamics may need high-resolution data to
identify individual plants in a small region (Koontz et al. 2021). In contrast, a question about vege-
tation and large-scale wildebeest migration may require vegetation index data at a coarse spatial
resolution over a large geographic area (Musiega, Sanga-Ngoie, and Fukuyama 2006). Finally, even
high-resolution data may be sampled from a large number of available data sources. If a science
question requires inference about this larger set of data sources, it is important to understand
whether the available sample of data permits inference, as spatial bias in data availability can lead
to unrepresentative samples, complicating large-scale statistical inference (Metcalfe et al. 2018).

To help organize your project and guide the data collection process, clearly state a compelling sci-
ence question (Alon 2009). Know the scope and key attributes of what is being analyzed, including
scale, resolution, and level of organization (e.g., individual, community, ecosystems, landscape),
to choose the most appropriate data. Consider how representative/aligned or mismatched a sam-
ple is between the phenomenon scale, the scale at which the feature or process of interest can be
measured, and the analytical scale, the scale that will be used as dictated by the data resolution.
Use domain expertise on your research team to identify potential challenges at the interface of
the question and available data.

Identify the frontiers of research in the field and state a question. A well-posed question points to
data requirements and a clear end point.

2. Understand the data

In addition to defining the science question, it is important to know the data. This includes know-
ing whether the available data are fit for the intended use, given underlying assumptions, biases,
strengths and limitations. The concept of fitness for the use of a given data product is useful for
assessing the data quality (Tayi and Ballou 1998)and its appropriateness for the intended purpose
(Agumya and Hunter 1999; Bruin, Bregt, and Ven 2001; Devillers et al. 2007). Key considerations
include: can the data measure the phenomenon of interest, and how does the resolution of the
data and the analytical scale relate to the scale of the phenomenon (see Know the question).

Ecological phenomena behave and interact at different scales (Sandel 2015). A mismatch between
the scale at which a species responds to its environment and the scale of analysis will introduce
bias into the results (De Knegt et al. 2010). Thus, it is important to be explicit about the scale of
your phenomenon and why the data source you choose is appropriate. For example, 30m Land-
sat pixels cannot provide sufficiently detailed information about when individual trees turn green.
Here, an unoccupied aerial system (UAS) would be more fitting, as it can collect sub-meter data
with a customizable revisit time for local-scale analyses (Anderson and Gaston 2013). Even with a
UAS, particular sensors have tradeoffs and limitations to consider. For instance, two technologies
are often compared in forest mapping applications: Structure from Motion (SfM) photogramme-
try and lidar. SfM uses multiple images to construct 3D models, is less expensive, and has well-
established processing workflows (Westoby et al. 2012). Science-grade lidar systems are more
accurate and more expensive. Investing in the resources for science-grade lidar data collection
and processing has proved to be worthwhile in forests with dense canopies (Lefsky et al. 2002). In
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other cases, SfM is an adequate low-cost alternative (Wallace et al. 2016), especially in developing
countries where funds may be limited (Mlambo et al. 2017).

To start, it is important to 1) explore why the data were collected and how they were processed
(raw, secondary, or modeled data), e.g., Young et al. (2017) for Landsat; Aasen et al. (2018)
and Vong et al. (2021) for UAS, to ensure the data are not biased or modified in a way that is
incompatible with your analysis (e.g., which bands does the image contain to determine if the
spectral information will match your question); 2) understand what exactly the data measure;
and 3) consider potential errors, biases, and uncertainties within the data. These uncertainties
include spatial data quality components such as positional, temporal, attribute, and semantic ac-
curacy, as well as completeness and logical consistency (Guptill and Morrison 2013). Build this
understanding by reading original descriptions of data products in the peer reviewed literature,
data product user guides, an algorithm’s theoretical basis documents, product specification re-
ports, and metadata. It can also be helpful to work with outside experts or the scientists who
collected the data to better understand fitness for use. Researchers further can carry out their
own assessment to evaluate data fitness using reference data either through using ground refer-
ence measurements or by comparing to other image sources or available datasets (Bruin, Bregt,
and Ven 2001; Mélin et al. 2017). Finally, if no one data source suffices, consider whether data
fusion or integration is possible (Schmitt and Zhu 2016). This approach can be complicated by a
need for resampling, aggregation, reprojection, or interpolation, resulting in complex uncertainty
propagation. Such modifications, which are often ignored but can affect inference, have to be
addressed either through simulation or by reporting.

Understanding data characteristics, strengths, and weaknesses will help to determine whether
the data set is appropriate. Selecting data with a finer spatial scale may compromise the tempo-
ral scale (e.g., daily, 250m MODIS vs 16-day, 30m Landsat) or radiometric quality (Houborg and
McCabe 2018). Further, newer or higher-resolution data (e.g. UAS-based) will likely come with a
time cost through longer processing times, training or learning curves, whereas more established
data products (e.g., MODIS) are easier to acquire and already have well-understood processing
workflows. Understand data uncertainty, uncertainty propagation, and the implications for the
application including the costs incurred for time-consuming processing of data (e.g., UAV imagery).
There may be trade-offs between different types of resolution (spatial vs. temporal) and sensor-
specific data quality which requires the user to make informed decisions depending on the goal
and the question(s) asked (Houborg and McCabe 2018).

3. Use high-resolution data when resolution matters

High-resolution data provide unparalleled opportunities for analysis. However, it is important
to recognize the tradeoffs in integrating high-resolution data into workflows with its associated
uncertainties and computational costs. Use high-resolution data when there is a clear need to
justify the increased cost of acquisition, processing, storing and analysis. If coarse-resolution data
suffice, avoiding high-resolution data can reduce time investments, complexity, and costs (both
computational and monetary). Analyses based on high-resolution data may also inflate accuracy if
autocorrelation is not accounted for (Ploton et al. 2020). Deciding whether to use high-resolution
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data requires a clear vision of how different data products align with the goals of a project, and
knowledge of the costs and effort that would be incurred in using alternative data products. The
decision-making process should be based on principles of scale sensitivity and efficiency.

Coarse spatial resolution data may work well for phenomena operating at regional to continental
scales, depending on the project goals (Hallett et al. 2004). For example, volcanic ash plumes
are detectable with kilometer-sized pixels, and low spatial/high temporal resolution data from
geostationary satellites might suffice when measuring global ash transport (Woods, Holasek, and
Self 1995). To measure ash deposition on buildings or vehicles, a higher spatial resolution data
product would be necessary.

Data requirements for understanding natural processes can vary. For example, temperature re-
sponse to atmospheric circulation is relatively coarse, and so the typical spatial resolutions for
climate data are between 800m to 2.5 degrees (Abatzoglou 2013). But the temperature that
might be experienced by an individual organism can depend on extremely fine-scale variations
in topography (Maclean et al. 2015). Thus, in ecology climate data are often downscaled using
high-resolution topographic data to identify areas where larger climatic trends will lead to suitable
microclimates for seedling survival (Rodman et al. 2020). Hydrologic processes can occur very fast
at a small scale. Mapping flood extents often require high-spatial and high-temporal resolutions
(sub-daily) as well as advanced sensors, such as Synthetic Aperture Radar (SAR) (C. Wang et al.
2021).

High-resolution data should be weighed against lower resolution alternatives, guided by science
needs (see Know the question), cost/benefit analysis, ethical considerations (see Do no harm)
and practical constraints. If the decision is difficult to make, consider starting with lower resolu-
tion data to better understand the need for finer granularity, or a sample of fine-resolution (often
large volume) data to be able to run models or processes efficiently. High-resolution data are
invaluable when needed, but using high-resolution data requires additional time, effort, and com-
putational resources. If coarse-resolution data can answer the science question and there is no
added value of using more detailed information to answer it, the researcher may decide not to
use high-resolution data.

4. Know when to innovate

Often when approaching a new research question, researchers weigh the costs and benefits of
using existing data or approaches against developing novel methods or data products. Innovation
may be costly (see Survey the computing and software landscape), and may depend on the ex-
pected return on investment. Using an existing dataset or method may be a better option, when
existing methods are adequate and the primary goal is not methodology development (see Main-
tain focus). Faced with the options of using new high-resolution data with old methodology, or
developing new methodology tailored to high-resolution data, how can one decide whether to
innovate?

Sometimes existing approaches provide efficient and effective means to achieving a research goal.
For example, using a neural network-based object detector (You Only Look Once (YOLO, Redmon
et al. 2016)), Wyder et al. (2019), tracked moving objects in real-time with drone imagery. While
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this algorithm does not have the best detection accuracy when compared to similar, more compu-
tationally intensive algorithms (e.g., deeper neural networks, or architectures that explicitly model
sequences of images), YOLO is computationally efficient, allowing for high frame rate object de-
tection with limited computing power. In other cases, methodological innovation can overcome
data limitations. For example, although high point density lidar data contain information about
individual tree canopies, training an object detector to identify individual trees is difficult because
of a lack of training data (hand-labeled bounding boxes around individual canopies; Weinstein et
al. 2020). This issue can be addressed with weakly supervised learning, where models are pre-
trained using many poor-quality bounding boxes that are cheap to generate, and then fine-tuned
using a much smaller dataset of high-quality bounding boxes (Weinstein et al. 2020).

To ensure a well-informed research project, perform a thorough literature review to understand
the progress already made in your field (Boote and Beile 2005) and the limitations of existing
data products. When it is not appropriate to use traditional approaches with data at higher res-
olutions, consider unique opportunities in method development that were not possible before.
Look beyond the boundaries of the field or discipline for new ideas, approaches, and perspectives
(Shaman et al. 2013), but try to “Maintain focus”. The cost of innovation needs to be weighed
against the value of the information gained. Consider whether energy invested in developing a
method will lower research or technical debt later (Olah and Carter 2017). If the choice is made to
innovate, “Show your work” and create open workflows to ensure that the effort is also accessible
to the community. Weigh the pros and cons of innovation for a particular project. Do not try to
reinvent the wheel.

5. Maintain focus

High-resolution datasets are information-rich, with many potentially exciting science applications
to explore. This supports new discoveries (see Allow for the unexpected), and methods (see Know
when to innovate), but it can be easy to get distracted from the original science question, lost in
tangential, but exciting inquiries. While adjusting the scope may sometimes be beneficial, it is
important to keep focus on the main goal regardless of whether it is to develop a new method or
to investigate a particular phenomenon. Researchers might need to do both, but one should be
the focus while the other plays a beneficial and supporting role during the research process.

For example, if the project is to detect individual trees from high-resolution hyperspectral imagery,
the data exploration and analysis would mainly focus on distinguishing individual tree species
based on their spectral signatures and their byproducts (e.g., indices, derivatives). One could
easily spend weeks or months exploring species classification, only to realize that they have made
little progress on the original problem: identifying individual trees regardless of species. Another
example might be the development of a tree classification algorithm that performs well in 95 per-
cent of the study region, but in a specific corner of the forest it performs very poorly. One must
then decide to try a new, more complex method on the whole region, or stop and simply report
the poor performance as a model caveat.

Defining research questions (see Know the question) and hypotheses in the early stages can greatly
help to maintain focus (Betts et al. 2021; Alon 2009). The next step is to carefully define the sub-
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steps (see Start small) while keeping focus on the overall goal. Straying outside the scope for a
tangential inquiry can be helpful, however, it is important to have a strategy from the outset to
decide how much time and effort can be spared for tangential inquiries. If new ideas are encoun-
tered while exploring the data, they can be set aside so that one can return to them later. Science
most often advances in small steps. However, maintaining focus on the overall goal while pursu-
ing small, achievable steps provides both a greater motivation and an elevated perceived value
of the research (Huang, Jin, and Zhang 2017). Research outcomes are not always positive or per-
fect. Reporting negative research outcomes can also provide a valuable contribution to both the
researchers, by letting them adjust their research plans, and to funding agencies to avoid invest-
ment on unproductive or flawed concepts (Weintraub 2016).

Define and try to stay committed to the scope of the project, revisiting it throughout the work. Do
not let the perfect be the enemy of the good.

6. Survey the computing and software landscape

High-resolution data processing is time- and resource-intensive. Thus, before conducting an anal-
ysis, survey the software landscape to identify existing tools that can be part of an efficient, open
workflow. Consider the computing environment that will be used to process the data and search
for training resources that may serve as a guide through building efficient workflows, such as The
Carpentries (Wilson 2014), https://earthdatascience.org, or the Pangeo community documenta-
tion (Table 2). Foundational data processing and analysis tools include programmatic free and
open-source tools such as Python and R, as well as graphical user interface-based tools such as
the free QGIS and the proprietary ArcGIS software (Table 3). The choice of which tools are used de-
pends on the researcher’s familiarity, preference for graphical software versus coding, resources
to support licenses, and the availability of add-ons specific to the analysis being conducted. For
example, R may be best for statistical modeling with its many robust statistical packages while
Python may be preferable for processing large arrays with the powerful Dask and xarray modules.
It may be worthwhile to invest time and resources into learning a new tool that is better suited for
the task rather than trying to replicate its functionality in the software language or package with
which you are already familiar.

Understanding the hardware, memory, and CPU requirements will speed up the iterative process
of writing code, troubleshooting bugs, and developing analyses. Understand which computing
platforms meet the requirements for the analysis, whether it be in the cloud, a high performance
computing cluster, or a local workstation.

Often, the data used define the software needed. For example, National Ecological Observatory
Network (NEON) aerial hyperspectral imagery has 426 spectral bands spanning the visible to short-
wave infrared wavelengths of the electromagnetic spectrum (Kampe et al. 2010). One file may
cover 7.5 km2 and can be on the order of 2.5 GB compressed in the HDF5 (hierarchical data) for-
mat. This type of data may be too big and the HDF format too complex to open in a graphical tool
such as QGIS or ArcGIS. Further, when loaded into memory as a numerical array it can require
close to 26 GB of memory (e.g., a 6307x1239x426 floating point array). Many personal computers
can not load the data in memory. However, the file format of the data supports both compression
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Table 2: Practical and ethical resources.

Name URL

Ethical guidelines
Drone code of conduct for social good https://werobotics.org/codeofconduct/
Location-based data in crisis situations: principles and guidelines https://tinyurl.com/35xd5btx
SAN code of research ethics https://tinyurl.com/39x2mdet

Practical resources
AGU Data Leadership: Resources https://data.agu.org/resources/
Research Data Alliance: Outputs and Recommendations https://tinyurl.com/3u2nuwwk
The Carpentries https://carpentries.org/
Earth Data Science https://earthdatascience.org
Pangeo https://pangeo.io
rOpenSci https://ropensci.org/
pyOpenSci https://www.pyopensci.org/

Table 3: Software resources.

Resource Name Link Open source Free

Graphical User Interfaces
QGIS https://www.qgis.com y y
ArcGIS https://www.arcgis.com n n

Coding languages
R https://cran.r-project.org y y
Python https://www.python.org y y

Integrated Development Environments
Posit (formerly Rstudio) https://posit.co https://www.rstudio.com y y
Jupyter https://jupyter.org y y
Spyder https://www.spyder-ide.org y y

Data Science Platform
Anaconda https://www.anaconda.com y y

Cloud Computing Platforms
AWS https://aws.amazon.com NA N, free tiers
Google Cloud https://cloud.google.com NA N, free trial & free tiers
CyVerse https://www.cyverse.org NA Free for academics

Version Control System
git https://git-scm.org y y

Code Sharing Platforms
GitHub https://github.com NA y
BitBucket https://bitbucket.com NA y
GitLab https://gitlab.com NA y

and slicing operations with open source Python tools such as Xarray and Dask to scale computing
tasks, allowing the data to be referenced and loaded only when computation is required, and
distributing computations across multiple processors (Rocklin 2015; Hoyer and Hamman 2017).
These tools can enable analyses that would otherwise be challenging using graphical interface
based tools.
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Research whether there are existing software tools that have already been created and optimized
to load and process the data. For instance, the neonHS R package enables efficient opening and
processing of NEON hyperspectral imagery (Joseph 2021). This process can begin with a domain-
specific literature review, but does not end there. Packages that are stable, follow community
software standards and are actively maintained and/or supported by rOpenSci (Boettiger et al.
2015) and pyOpenSci (Trizna, Wasser, and Nicholson 2021) can provide a good starting point .
Seek tools from other disciplines that might prove useful (see Know when to innovate). For in-
stance, the cloth simulator filter algorithm for classifying “ground” versus “not ground” in lidar or
SfM photogrammetry point clouds is both accurate and efficient for this purpose, though it was
originally developed for efficiently mimicking the movement of fabric in video games (Zhang et al.
2016).

Invest time early in a project to understand which tools will help achieve project goals.

7. Start small

Developing a workflow is an iterative process. Given the large volume of high-resolution data, each
iteration can be time-intensive and computationally expensive. Start small, both with subsets of
data and simpler models to enable rapid iteration and experimentation. When working with data
subsets, it is useful to identify the minimum iterable unit: the smallest unit in the data that can
be treated independently for computation. Test the workflow on a small fraction of those iterable
units before applying it to the entire dataset to increase workflow efficiency.

For example, in a study of wet-dry dynamics of 71,842 playa lakes on the Great Plains, monthly
Landsat-derived water history data were extracted with a machine learning model (Solvik et al.
2021). Data extraction was prototyped on a few playa lakes (the minimum iterable unit), until an
efficient method was developed. Similarly, initial models focused on training a time series model
using data from just a few playa lakes. These early modeling steps can ensure that workflow is
functional at low cost. In another instance, a study mapping the microtopography of ice wedges
in Alaska over a 1200 km2 landscape used high-resolution lidar data. The researchers dealt with
the enormous data volume, by first training a convolutional neural network model using a small,
representative subset of the data on a laptop which took 30 minutes (Abolt and Young 2020). Once
successful, a model was then trained on the entire dataset in parallel on a cloud computing cluster.

Start by applying the simplest tractable model over a small representative sample of minimum it-
erable units. Iterative experimentation with high-volume, high-resolution data at scale can quickly
lead to wasted time and resources. Ideally, there should be rapid feedback when trying something
new that helps guide the work. Knowing whether an approach works within minutes or hours is
more efficient than waiting days or weeks to realize that code or a model is broken.

Start small with a prototype, model, or data subset to maximize efficiency, identify errors, and test
workflows with a low-cost representative subset of the data.
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8. Allow for the unexpected

The additional detail from high-resolution data may allow novel or unexpected information to
emerge about the system of interest. While starting with a specific science question is always
recommended, high-resolution data can also support unexpected scientific discoveries. This is
especially true for high-resolution data that are cutting edge, at the early-stages of delivery, or
being used in a new area or application.

For example, high-resolution lidar has uncovered previously undescribed archaeological sites (Be-
wley, Crutchley, and Shell 2005) and active faults (Hunter et al. 2011). High-resolution lidar data
of the ground surface and vegetation canopy structure have also revealed complex interactions
between soils, termites, and hydrology that explain the spatial distributions of plants and termite
mounds in savanna ecosystems (Levick et al. 2010). Carbon stock estimation is another exam-
ple, whereby detailed forest structural information can be related to carbon storage. Measuring
carbon stocks and their response to disturbance has historically been limited to regional extents
(Asner et al. 2014), but with new spaceborne missions (e.g., Global Ecosystem Dynamics Investi-
gation, Dubayah et al. 2020), we can expand these approaches to the continental scale.

High-resolution remote sensing has the potential of revealing new phenomena, features, and pro-
cesses. As users of such data, this can be a unique opportunity for discovery. However, not every-
thing that is unexpected leads to useful insights. Pursuing such lines of inquiry could be rewarding,
but carries a risk of distraction from the original goals and questions (see Maintain Focus).

Be open to unexpected or novel possibilities when working with high-resolution data but do not
lose sight of the questions and objectives of the work.

9. Do no harm

High-resolution data carry risks for unintended or malicious use. The demarcation of municipal
and property boundaries, risk and hazard assessment, real-time surveillance, and public health
monitoring are all areas that benefit from data collected at fine spatial and/or temporal scales.
The ethics surrounding these issues have been in discussion since at least the 1990s (Slonecker,
Shaw, and Lillesand 1998). While those who gather and distribute high-resolution mapping data
may have good intentions, there is inherent potential harm associated with collection and redistri-
bution of high-resolution data. Care needs to be taken to ensure ethical data use, but who decides
what is ethical? Such issues become even more prominent as data from multiple sources become
synthesized to identify events, processes, or phenomena that could not otherwise be detected
using a single data source alone, potentially resulting in unintended violations of privacy.

For example, UAS can track the movement of displaced populations (Berman et al. 2018). High-
resolution satellite imagery can identify evidence of war crimes, or track environmental impacts
associated with mining and deforestation (Harris 2013). While these applications have the poten-
tial to benefit certain parties, these observations may also pose a threat to safety and wellbeing of
the already vulnerable by putting them at further risk of surveillance by bad actors (N. Wang 2019).
Other examples include sharing locations of archeological sites (VanValkenburgh and Dufton 2020;
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Fisher et al. 2021; Johnson et al. 2021), sacred and historic sites of burial or worship (Davis et
al. 2021), medicine and public health (Howe III and Elenberg 2020), nesting sites of endangered
species (Fretwell, Scofield, and Phillips 2017), and the movement of military assets (Livingston and
Robinson 2003).

It is critical to consider unintended harm that could result from use of high-resolution data. There
are moral challenges associated with providing sub-meter resolution imagery at a global scale
to anyone with a standard internet connection. Practitioners should take this into consideration
when collecting, storing, distributing, and using such data. We suggest that effort be made to pro-
tect the privacy and confidentiality of stakeholders or third parties, and to obtain consent when-
ever possible prior to data collection or use. If the same questions can be answered without
high-resolution data, consider using coarser data (see Use high-resolution data when resolution
matters). Evaluate: How could storing or sharing data compromise stakeholder privacy? What
could happen if the data or analysis fell into the wrong hands? If it could do harm, assess whether
to proceed and how to mitigate harm.

Responsible use of data, that is, the duty to respect people’s rights, sensitivities, and security over
data, and to implement values of transparency and openness, requires ethical and analytical con-
siderations. Community and institutional guidelines, codes of conduct, and legal requirements
specific to datasets being collected or analyzed are frequently in place and can help guide the re-
sponsible use of information. It is the responsibility of the researcher to understand and comply
with these guidelines. UNICEF’s Office of Research - Innocenti has published guidelines for ethical
use of geospatial technologies, many of which apply to the use of high-resolution data, including
de-identifying visual information, conducting a risk assessment before proceeding with data collec-
tion, and engaging with stakeholder communities before, during, and after the research (Berman
et al. 2018). The American Association for the Advancement of Science also published a set of
guidelines for using location-based data, specifically during crisis situations, including detailed de-
cision trees and risk assessment tools (Hoy 2019, Table 2).

Identify risks associated with data collection, storage, and dissemination. Steps to mitigate against
ethical conflicts include measures to acquire consent, protect privacy, and provide transparency.

10. Show your work

Increasing the quality and transparency of research reporting increases the usability of the re-
search being reported (Hampton et al. 2015; Munafò et al. 2017). Therefore, in the interest of
open, reproducible science, it is important to “show your work” that led to the insights generated
(Munafò et al. 2017). Software is open source when “the source code is available for anyone to
view, use, change and then share” (Open Source Initiative 2007). Science can be considered open
and reproducible when it is conducted in such a way that scientific methods, data and outcomes
are available to everyone (Gezelter 2009). Clear documentation of a research workflow supports
scientific discovery and innovation for entire communities of end users (Lowndes et al. 2017), as
well as aiding the researcher in the discovery and repair of errors by allowing analyses to be re-run
as new data come to light.
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In some applications, there is tension between accessible open research and the practical reality
of working with high-resolution data which may involve expensive commercial software, propri-
etary data, or ethical concerns (see Do no harm). For example, Agisoft provides robust software to
create 3D models from 2D imagery (e.g., from UAS) using SfM photogrammetry, but the software
is closed source with the actual algorithms employed being hidden from the end user. For many
researchers, however, commercial software may be cheaper and more accessible than developing
an open source alternative (Li et al. 2016). Google Earth Engine similarly is proprietary but pro-
vides unprecedented access to many high-resolution data products that would otherwise be out
of reach for many researchers. These trade-offs can also arise with data, e.g., commercial satellite
imagery may be expensive but necessary for a particular study (McGlinchy et al. 2019). In these
cases, reproducibility can be increased if not fully realized by approaching it modularly (Nosek et
al. 2015). For instance, reproducibility can be increased by: (1) disclosing all data and steps used
in a workflow, (2) reporting all algorithms (with citations) and settings used in a data pipeline, and
(3) if possible, modularizing the workflow so that other tools and/or data can be substituted in the
future. The Transparency and Openness Promotion Guidelines provide additional steps that can
be taken to “show your work” (Nosek et al. 2015).

The open data principles of findability, accessibility, interoperability, and reusability (FAIR, Wilkin-
son et al. 2016) can be extended to software and workflows as well. These principles can be
translated to a variety of specific actions such as providing open access to your original and de-
rived data products following community created standards (Group et al. 2020), documenting and
releasing software, e.g. pyOpenSci (Trizna, Wasser, and Nicholson 2021) and rOpenSci (Boettiger
et al. 2015), recording and reporting metadata, releasing end-to-end workflows or data pipelines,
and building research compendia around publications (Gray and Marwick 2019).

The volume and complexity of high-resolution remote sensing data can readily lead to compli-
cated analyses, which makes showing the work particularly challenging. For the same reasons, it
is also critical to show your work in order to produce high-quality, reproducible, usable science.
Publishing the code used in the analysis also serves to ease the barriers of using high-resolution
data.

Conclusion

These ten rules represent practical advice for working with high-resolution remote sensing data as
a researcher in the Earth and environmental science data revolution (Kitchin 2014). Although the
definition of “high-resolution” is fluid, and future remote sensing data might provide unforeseen
advances in spatial, temporal, spectral, and radiometric resolution, we expect that these general
principles will hold as future generations of remote sensing data emerge over the coming decades.
Ideally, training for scientists in the future would provide all of the data science and remote sensing
skills required to work with high-resolution remote sensing data effectively, such that this article
would no longer be a set of guidelines for researchers but rather an integral part of educating
the future workforce in this field. In the meantime, we hope that these simple rules provide
some useful guidance and help raise awareness of opportunities and challenges in working with
innovative new data products.
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